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Preface

This book is written with the conviction that the economics textbook, contrary
to all evidence, contains delightful mind-teasers, philosophically exciting
questions and lots of intriguing politics. It is also written in the conviction that
beginners, who are usually dismissed as insufficiently sophisticated to get
involved with these higher order issues, are perfectly up to the detective work
necessary to bring these delights on to the surface. Additionally, I embarked on
this book with the certainty that pursuing these discoveries promises not only to
enliven an otherwise dull course but also to help students do well in it. Who
knows—it may even inspire us, the teachers of this all-conquering but prosaic
discipline, to lift our game.

And lift it we must! Open any economics textbook. These days you will find
excellent graphics, numerous examples, helpful appendices, computer disks with
moving curves and, naturally, sets of solved problems to help you get a handle
on how economists answer the questions they pose. Indeed, today’s textbook is
incredibly competent at providing answers to set questions. Already publishers
of economics textbooks offer web pages on the Internet which contain numerous
links to material relating to the topics in each chapter; students who have bought
their book are even given passwords allowing them to submit their answers to
set problems electronically. Indeed the textbook has become only an entry point
into a multimedia package which provides answers to given questions with
astonishing competence. But here is the rub: none of this technological wizardry
provides a guide as to where the questions come from, of why different
questions are not being asked, of who does the asking. It works like a do-it-
yourself manual taking you by the hand and illustrating the method for doing
things.

Now we all know how boring manuals are. No wonder students find
economics a touch too dry. However, it might be argued that if one wants to
learn to do things one has to plough through the manual. That, as in physics,
beginners must conquer the boring stuff first (e.g. classical mechanics) before
they can discuss black holes sensibly. I do not think this is a good analogy with
economics. Let me explain why.

All physicists agree on the method of mechanics. You will not, for example,



find them arguing fiercely on the value of differential equations for describing
the motion of fluids. Yet economists seem unable to agree on the same scale.
Effectively there is no commonly agreed borderline between (1) a set of topics
within which all practitioners agree (such as there is in natural science, e.g.
mechanics) and (2) another set of topics (including black holes and the origin of
the universe) in which they do not. In economics the set of disagreement
encompasses almost all of economic life. For instance a Keynesian and a
neoclassical economist do not even agree on the meaning of probability in a
social setting!

The point here is that if those who teach economics find it hard to agree with
one another on basic things, is it not a trifle hypocritical to use textbooks which
pretend that there is a set of answers and questions which students must learn to
recite? Or, equivalently, that economics students can be trained in the same way
that students of chemistry can? I think it is and this book is written with a sense
of shame for such hypocrisy. It is also written with passion, though I hope
without rashness.

Of course there are those who think that passion gets in the way of sound
reasoning; they would prefer the detached style of conventional texts. For my
part I feel that taking emotion and controversy out of economics is responsible
for losing a great deal of analytical power. The greatest thinkers to have tackled
economics were motivated by debates so passionate that their emotions were
stirred until new ways of understanding economic relations emerged. The danger
is that the way we teach economics today has become so banal that the brightest
are bored and leave the discipline early for greener pastures. The future
generation of economics graduates runs the risk of leaving university with a
large box of tools and the motivation of a gravedigger. Perhaps the time has
come to give these old emotions another stir.

The challenge for this book is to be stirring while respecting pedagogical
constraints. One reviewer of an early sketch of my intentions for this book
warned against the danger that my approach may resemble ‘insisting that small
children taking their first steps in learning to walk should be taught the subtleties
of body language at the same time’. Although I recognise that principles must be
well understood before being criticised (indeed there is nothing more pointless
than uninformed criticism), I take a different line: learning social science is (or at
least ought to be) radically different from learning how to walk. Whereas
walking is best learnt mechanically, social theory is best imparted by critical
thinking (accompanied of course with large doses of rigorous training). In social
theory the two are parasitic on each other; rigour without critical thinking leads
to bad theory while critical thinking without rigour reduces to blind moralism.



The trick is to find a decent balance between the two.

This book is the result of two related personal experiences. First came the
experience of learning economics as a first year student at the University of
Essex back in 1978. By golly it was boring! So disheartening that I changed my
degree and concentrated on mathematics. (Only by a historical accident did I
return to economics much later.) The second experience was that of trying to
teach first year students. How could I not inflict on them what was inflicted on
me in 1978? With textbooks treating students as seals in need of training (as
opposed to humans in need of an education), and with all the interesting debates
involving a terminology inaccessible to first year students, one is tempted to take
the easy option: follow the Text. My rebellion took the form of notes on the
philosophical aspects of the various models in the Text. The idea was to animate
economics; to give students a glimpse of it as a contested terrain on which
armies of ideas clash mercilessly in order to win the argument. As the years went
by, these notes grew. Eventually they insisted on being transformed into
something bigger. You are holding the result.

How to use this book

All terms and concepts are introduced from first principles. This book has
been designed as a companion to those who are just beginning to tackle
economics and who find that conventional textbooks make them feel
intellectually uncomfortable. It can be read by itself as an introduction to
economic thinking. Or it can be utilised by university students who have chosen
(or who, as is increasingly common with some degrees, have been forced) to
take an introductory course in economics. The hope is that this book will be the
place where you turn for inspiration, or for some hope that all your efforts to get
on top of tutorials and assignments are not without meaning. A kind of friend
you approach when the course gets you down and you need to pick yourself up
again. A source of insights when you write essays. A companion who helps you
see the forest when your face is pushed firmly into some tree.

The book’s structure

As you will notice in the Table of Contents which follows, there are two
segments in this book: Book 1 and Book 2. The former is the main segment and
is devoted to the Foundations of economics. Book 2 is tiny, by comparison, but
tries to reach parts of the beginner’s psyche that other books are not interested
in: Anxieties resulting from having been exposed to economic debates. Have you
been wasting your time thinking critically about economic ideas? Do they matter
at all in the end? Has your mind been contaminated by a perverted way of
thinking about the world?



Book 1 begins with an Introduction (Chapter 1) which offers an historical
account of the rise of economics as well as a simple explanation of why
economics textbooks look the way they do. The rest of Book 1 is divided into
three parts. There is Part 1 on the theory of how people choose between the
different options available to them. The immediate repercussion of that theory is
a model of consumer behaviour. Part 2 extends the theory to decisions taken by
firms whose fortunes are determined in the jungle of the market. Finally Part 3
takes a broader look at how well a capitalist economy functions and at its effects
on distribution of well-being amongst people.

A brief plan of the book
Book 1 FOUNDATIONS

Chapter 1 Introduction

See Table

Order of each part in Book 1
See Table

Conclusion to Book 1
Book 2 ANXIETIES

Two chapters (Chapters 11 and 12) addressing two central anxieties that all
students of economics develop (at some stage): does all this economic theory
really matter to anyone (other than to our teachers)? Is this how the world
works? What effect will this exposure to economics have on me as a person?
Should I be bothering with economics at all? Should I choose another course
while there is still time?

From the outline above, you can see that each of the three Parts in Book 1 is
identically structured and contains three chapters whose purpose is to offer a
review of the material in conventional textbooks, an explanation of where these
ideas came from and a radical assessment of them (faithful to the belief that
understanding is achieved best through criticism) respectively.

More precisely, Chapters 2, 5 and 8 (the first chapters in Parts 1, 2 and 3
respectively) offer a review of what the conventional textbook says on the



respective segment. To avoid repetition, the discussion bypasses details in
preference for the juicy ideas.

Chapters 3, 6 and 9 are the ‘archaeological’ chapters, which aim to explain the
origin of the ideas in the preceding chapter of each part. Your usual textbook
does not attempt this. Instead it gives the impression that these ideas have always
been around—Ilike the laws of nature. Well, as you can imagine this is not so. By
excavating the history of these concepts we can succeed in demystifying them.
And there is nothing like demystification to give one sufficient confidence when
one tries to learn.

Chapters 4, 7 and 10: here you have arrived at the subversive bit. These are
chapters which challenge the concepts in the textbook. Unlike the latter, which
tries to avoid controversy like the plague, here we question everything. Why
should we assume what the textbook asks us to assume so slavishly? What is the
meaning of those assumptions? If people behaved in the way that the
economists’ assumptions demand, what would our society look like? Could the
free market—capitalism—be deeply flawed? Or is it the system of organising
economic life most compatible with human nature?

The questions in the critical chapters (4, 7 and 10) are questions that

hope, however, that these chapters demonstrate the potential for engaging
beginners in serious debate without reaping confusion. My point is simple: in a
fast moving world, with students eager to get courses out of the way, we cannot
afford to put these controversies to one side ‘until later’ for three reasons.

1. Itis never a good idea to treat students as immature children.

2. If we leave these controversies aside ‘for a while’, there is a danger we will
never come back to them, either because we will have forgotten them, or
because the more thoughtful students who detest being treated like children
may abandon us and our discipline too early.

3. Because by asking the impertinent questions in Chapters 4, 7 and 10 one
gets a much better idea of what the concepts under scrutiny are: a little
passion goes a long way in motivating analytical thinking; a motto which,
as economists, we seem to have forgotten. So, if at the end of all this you
find the economists’ theories convincing, you will know why. And if you
remain unconvinced, then no one will have fooled you. In a sense Chapters
4, 7 and 10 are motivated by that other motto which brought us the
Enlightenment: ‘On no one’s word’.

In summary, the contents of Book 1 follow closely that of any textbook’s
main segments. While tackling the theory of demand (or consumer theory), read



Part 1. Once you have moved to the theory of supply (or of the firm, production
and markets) turn to Part 2. When the course takes you into the territory of
welfare economics (or market failure, public choice, government policy, etc.),
Part 3 will become timely.

Finally, there is Book 2 to turn to, not because it contains material that you are
likely to encounter in your course, but for personal gratification! Indeed Book 2
does not correspond to anything in your textbook. Its role is to pose questions
that you are likely to wonder about but never dare (or bother) ask your teachers
(perhaps for fear of sounding unschooled, or uncommitted to your course).
Chapter 11 asks: does economic theory matter? How many students of
economics (compare say with engineering students) respect their chosen field of
study today? In the 1950s and 1960s students used to believe that by learning
about economics they are learning about society. How many still think so today?
Depressingly few. Are they wrong to be so cynical? Or is there indeed a very
loose connection between economics and the economy? And why do we
economists insist on disagreeing so much? Why can we not (like ‘real scientists’
do) put our different theories to the test and find out which works better? Why
does this book have to waste so much ink and paper on debates and
philosophical-cum-political criticism? These are the questions that almost all
economics students I have known wanted answers to. Chapter 11 presents my
answers.

Lastly Chapter 12 cuts closer to the bone by adopting a more personal and less
abstract perspective: what effect does an economic education have on the
personal development of those who acquire it? Put bluntly, is an education in
economics good for you? And why is it that economics is increasingly
developing an image problem with hoards of bright students abandoning
economics degrees and courses midstream, visibly fed up with the coldness and
arrogance of a discipline which, once upon a time, was considered essential by
those passionate enough to want to make the world a better place? Perhaps
surprisingly, given the general tone of this book, Chapter 12 ends with a plea to
all those ready to jump ship: don’t do it! An understanding of economics
remains crucial.

A note for the general reader

Although I wrote this book with the undergraduate student in mind, this is by
no means a book inaccessible to the reader with a general interest in (yet no
great commitment to) the subject. When you come across a diagram that the
undergraduate has already endured in class, feel free to do one of two things:
either attempt to understand it (there should be enough in this book to allow you



to grasp all the technicalities used) or, alternatively, skip it. In the latter case the
loss of continuity will be insufficient to prevent you from enjoying the main
debates on which the book turns. I hope you have fun!
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Introduction

The textbook definition of economics

Economics studies the allocation of scarce productive resources (e.g.
workers, machines, land) to different productive activities (e.g. factories,
offices, farms, labour, machinery) whose purpose is to generate
commodities that will satisfy consumers’ needs. In the economists’ own
jargon, economics examines how scarce, or limited, ‘factors of production’
(usually defined as land, labour and capital) can be used wisely when there
are many competing uses. In brief, economics is hailed as the science of
rational choice under conditions of scarcity.

Yet, not everyone agrees...

Economics has been defined as the logic of choice...Economists
have said that their subject is about reason...But almost none of them
have said that their subject is concerned with imagination.

George Shackle, The Nature of Economic Thought, 1966

1.1 A world without economics

Let’s face it. Beginning a lecture with the textbook definition of economics
(see box) is not the kind of opening line that is likely to send ripples of
excitement through an audience. So allow me a different introduction: why are
you interested in economics? If you are a university student, why have you not
chosen to study something else? Your university offers a multitude of courses
from astronomy to zoology. Why economics?

Ignoring the usual answer of the sort ‘er...because my friends/ parents
suggested it’ or ‘because I want a job and economics is compulsory for a
business degree’, the usual response to this question more often than not
involves some general statement on the importance of the economy in social life.
But then the question becomes: was economic life not important in the past, e.g.
in the seventeenth century? Why were there no people thinking of themselves as
students of economics? (Even Adam Smith, the founder of modern economics



who wrote during the second half of the eighteenth century, was a moral
philosopher.) And why did it take so long (i.e. not before the 1890s) for
universities to offer degrees dedicated to economics?

Ancient economics

Economic questions have, of course, featured in the minds of
intellectuals since the dawn of civilisation. The ancient Greeks, for example
Aristotle, have written on matters which, today, we can identify as
economic. Yet, unlike the first western economists (e.g. Adam Smith), none
of those ancient writings were part of an overarching economic thesis (that
is, an economic theory) on how society as a whole worked.

One may be tempted to think that our ancestors were less sophisticated and
developed than we are in all the intellectual pursuits and economics, just like the
other disciplines that make up today’s university curricula, took its time to
evolve. To some extent this is true. The oldest European universities, dating
back to the twelfth century, taught almost exclusively the classics, law and
theology. The natural sciences—physics, astronomy, chemistry (all known as
natural philosophy back then) —were introduced only gradually after the
sixteenth century. But why did economics take two or three centuries longer?
Moreover it is not true at all that our ancestors were intellectual slouches. The
ancient Chinese, Egyptians and Greeks were responsible for admirable
technological advances and built incredible monuments to them. The depth of
their philosophical thinking still tortures and shapes the mind of our best thinkers
today. As for the modern, post-Dark Ages era, at least since the fourteenth
century physics, chemistry, botany and mathematics have been flourishing. Yet
genuine economic thinking had barely taken off the ground four centuries later.
Why?

I suggest that contemplating this question is the best introduction to
economics. It helps us to realise that the current collection of economic concepts
is puzzlingly recent. That it is not as if the contents of the textbook have always
been there waiting for you to come along and digest them. No, economic models
are recent concoctions which are impossible to understand properly without
understanding how they came into being. Back to the question then: why was
there no discipline of economics until so recently? Did the Romans not care



about their economy? Were Elizabethans unaware of the importance of
economic might? Was the aristocracy of the French so-called ancient régime
(i.e. the pre-Revolution establishment) uninterested in matters economic? Surely
they must have wanted more power and wealth. So, why did they not develop a
systematic economic approach? My answer (and I say ‘my’ because not
everyone agrees with it) is that earlier societies had no use for economics; that
they could understand social power and wealth without a specifically economic
analysis. By contrast, in our days it is unthinkable that we can say something
sensible about the state of a society (e.g. the distribution of income, of
opportunities and of power) without engaging with ideas which are specifically
economic.

How come there was no such need in past societies? Consider one example. In
medieval times the success of the Spanish merchants in Latin American markets
could be explained adequately by pointing out the military presence and power
of the Spanish conquistadores on that continent. Similarly the success of English
and Dutch traders made sense in terms of the domination of important sea routes
by the English and Dutch navies. Contrast this type of extra-economic
explanation to what is needed today in order to explain why it is that Japanese
firms are successful at selling cars in the USA. Unlike medieval successes,
modern commercial triumphs or disasters have to be narrated in terms of purely
economic concepts such as price competitiveness, costs of production, quality
control in factories, innovation, etc.

Let me now make an even more controversial claim: not only was there no use
for economics in earlier societies but, in addition, those societies could not
possibly develop the kind of economics that you will find in any modern
textbook. To see this point, consider the textbook definition of economics in the
box on p. 3: the economics textbook tells a story about the creation of goods for
the purpose of selling or exchanging them. Such goods are called commodities.
And what are those commodities made of? The ingredients necessary to produce
them are known as factors of production and they fall under three main
categories: Land, Labour and Capital (by the way, the latter refers not to money
as such but to the tools and machinery necessary in the production process; that
is, ‘means of production’, which were produced earlier—I shall be returning to
this shortly). To produce commodities, the modern textbook continues, a firm
needs to mix some land (and the minerals, oil, etc. found under its surface) with
some human labour and, preferably, with some machinery other humans
produced earlier (i.e. capital). But where does the firm get these factors from? In
later chapters the standard economics textbook explains: it gets them at the same
place that one buys all things, the market-place. Indeed this makes much sense



today given our experience of such markets, e.g. estate agents selling or renting
land, the local employment bureau (or the newspaper’s job pages) in which
labour is traded and the well-developed market for machinery, computers, etc.
(that is, the market for so-called capital goods).

So, production generates commodities required by consumers by utilising
other commodities which are needed by the firms (that is, the factors of
production). Both the output (i.e. goods and services) of and the input (i.e.
factors of production) to the process of production are commodities which are
traded in various markets (e.g. the market for bananas, the market for land, the
market for labour, etc.). Then economics is defined as the science of how
markets, as a result of competition between many buyers and sellers, allocate
rationally all these commodities in a society which always wants more of them.
In short, economics is defined by the textbook as the science of how
commodities are distributed under conditions of scarcity.

What we call today the discipline of economics (as opposed to some
disconnected thoughts about prices, etc.) tries to disentangle the above process;
to explain the workings of societies in which both its material products and the
raw materials (human and non-human) used to produce them are commodities;
that is, goods freely traded in markets. This is precisely why it was irrelevant a
few centuries ago! If this conclusion seems too sudden, consider this. The
description so far of what economics tries to achieve would have been out of
place in ancient Greece, imperial Rome or feudal France. Granted that
production and exchange are as old as Homo sapiens, it is easy to forget how
different pre-industrial societies were from ours. Take the three factors of
production mentioned in the previous paragraph: land, labour and capital. They
always existed. Yet not in the way they do today, not as fully-fledged
commodities.

Start with land. Of course there was land. Recalling that a commodity exists
only to the extent that its very function is to be traded, a commodity called land
has not always existed. That is, until a few centuries ago there was no
established market for land deciding who owned which plot of land and how
much someone had to pay to get it. In ancient times when the powerful wanted
more land, they did not contact an estate agent; instead they formed an army
made up of hapless subjects, often slaves, and started a war of conquest. Under
those circumstances no one had an urgent need for an economic analysis of land-
ownership. Things changed under feudalism. In the feudal era, the lords owned
whole estates (including the peasants living in them) and usually considered the
sale of inherited land shameful. Indeed property rights to land were passed on to
the lords by kings and queens as reward for political services and even though



land prices were quoted extensively in medieval archives, their function was not
what it is today (that is, to regulate the demand for and supply of real estate).
Instead they played the role of reflecting the power and political status of the
landlords. In short, land was not a commodity with a price determined by the
level of demand by prospective owners whose eagerness to buy the land was, in
turn, its capacity to generate profit in some market (e.g. the market for
agricultural commodities or indeed in the market for land). A handle on war
history and political machination would have proved much more useful than
economics in explaining land transfers and prices.

A glimpse of the pre-industrial world

AD 1305 Europe

The total amount of goods which came into France in a year over the
Saint Gothard pass (on the first suspension bridge in history) would not fill
a modern freight train; the total amount of merchandise carried in the great
Venetian fleet would not fill a modern steel freighter.

Sixteenth century
German traders had to stop every 10 km to pay customs tolls which were
decided after intense bargaining. Most villages had their own currencies
and in an area the size of London there were 112 different measures of
length. Moreover, from France to Russia, from the Ottoman Empire to
Scotland, there was nothing that we would recognise today as markets for

labour or for land.

Historical points borrowed from Robert Heilbroner, The Worldly
Philosophers, 1953

The same applies to factor of production labour. Of course there was labour
and plenty of it. The pyramids could not have been built without the rivers of
sweat and blood of countless Egyptian workers. And while Plato was leisurely
exploring the distinction between a perceived and an ideal reality, surrounded by
adoring disciples and intellectual antagonists in his Academe, slaves and
Athenian women were doing all the work. Under feudalism, and excepting the
idle classes, the European peasants worked much harder than any of us will ever
do. Nevertheless the immense toil of slaves, peasants and women was not a
commodity. Its product was, of course, greatly enjoyed by those who benefited
from it (e.g. the philosophers, the rulers, the men). Yet all this effort was not



something that was bought by some employer at a price (i.e. a wage) determined
in accordance to its productivity and to the demand for its output. In feudal
Europe, for example, those unfortunate enough to have been born peasants did a
lot of work in the footsteps of their mothers and fathers. They cultivated the
same land generation after generation producing harvests in the hope that the
landlord would allow them to keep a portion which would see them through the
next winter. To understand how much of their harvest they were allowed to
keep, modern economic thinking would have been irrelevant. Why? Because the
distribution of the harvest between lord and peasant was a political matter
depending on the lord’s cruelty as well as on his fear of a peasant revolt, the role
of the sheriff, the degree of solidarity between landlords (and between peasants),
the relations between the political centre (i.e. the king or queen) and the regional
powers (i.e. the estates and the lords and even the bishops), the threat of invasion
by foreign armies and so on. By contrast, if we want to explain today the wages
of farm labour in the United States, Germany or Indonesia we cannot rely on
purely political notions. Instead we need to ask questions about the market value
of agricultural products, the productivity of the farm labourers, their alternative
employment prospects, etc. In brief, we need an economic approach that would
have been impossible to conceive in a feudal world in which the lord simply
collected a portion of the harvest from the peasantry.

Two definitions of capital: a means of production or a property right

Students of economics may be confused by the fact that the term
‘capital’ is used by economists in two seemingly very different ways: (1)
machines, tools or any produced means of production; (2) a right to own
the revenue that is left after land (i.e. rent) and labour (i.e. wages) have
been paid for. The two definitions are brought closer together if it is
assumed that those who own the ‘tools’ also own the right to appropriate
the surplus (i.e. revenue minus cost) that they produce.

The third factor of production mentioned in economics textbooks, capital, was
in its infancy. First, a reminder of the fact that, unlike accountants, when
economists speak of capital, they do not mean money (see box). Instead they are
referring to a commodity (e.g. a tractor) that was produced at an earlier stage in
order to be used in some productive process (e.g. in ploughing a field). With this
definition out of the way, let us agree that, just like land and labour, capital also
existed since palaeolithic times in the form of tools, ploughs, etc., even if its
presence in production was minuscule by comparison to how crucial it is today



(think of industrial robots, computers, production lines, etc.). However, what is
crucial is that capital did not really exist as a commodity. In ancient times it was
produced mostly by slaves for their masters. In feudal estates tools were
produced locally, often at the estates themselves, by artisans who found a niche
in between the aristocracy and the peasantry. Even when they were sold at the
town’s market, it was never under competitive conditions as competition was
ruled out either by the fact that there was a single producer in each municipality
or because, when there were more than one, they were part of a guild which
expressly banned competition amongst them. Thus, it is impossible to think of
the utilisation of capital in a modern economist’s terms: that is, as a scarce
commodity which the competitive market was allocating to its best possible use.
Again we find that the economics textbook’s conception of capital would have
been irrelevant back then.

Lastly, markets and trade were not what they are now. When merchants
arrived in a medieval town, they brought with them some spices, some fancy
clothing, a few luxury items. Their volume was microscopic as a proportion of
all the goods consumed in the area. (Let us not forget that, back then, when the
peasants and villagers wanted something they did not shoot off to the shops to
get it; they made it themselves instead.) Moreover there was no competition
since it was unlikely that there would be more than one merchant selling the
same type of good in the same village. And when they were, the authorities
(including the priest and the local lord) ensured that there would be no price
competition between them. In larger towns, the artisans and the merchants would
belong to guilds whose function was, partly, to prevent competition whenever
price cutting reared its ugly head. You see back then, in startling contrast to
today, profit-driven competition had a bad name; it was thought of as a
disorganiser of trade!

External, long-haul trade was not much different. Commercial success
depended on the capacity to carry goods from one part of the world to another;
on extra-economic factors such as navigation skills, naval strength, control of
important routes and so on. And just as within European villages and towns,
there was negligible economic competition between sea-faring merchants. When
merchants did clash against one another the matter was not resolved (as it is
today in globalised markets) in favour of the one whose merchandise had been
produced more cost-effectively; indeed clashes were resolved by political or
military means.

In conclusion, with limited trade in mostly luxury goods (a tiny proportion of
overall production), with precious little economic competition, with
uncommodified land, labour or capital, these societies could be adequately



understood without any economics. Yes, they did feature markets. But they were
not market societies. Pure economic relations were embedded in social and
political relations and were thus insufficiently visible to enable thinkers of the
time to reason in the terms of contemporary economists. Thus it is not because
the thinkers of the past were unsophisticated that coherent economic thinking
took so long to flourish; it arrived late because in pre-industrial social structures
there was little room for it. We had to wait until those structures were swept
away by the capitalist industrial revolution before economics became possible.

1.2 The birth of economics

1.2.1 The coming of industrial revolution

If the era of economics was made possible only by the industrial revolution,
what was it that gave rise to that revolution? This is a big question on which
generations of historians have been feasting. Any short, decisive answer is
therefore bound to be oversimplified and anathema to historians. Nevertheless
without the rudiments of an answer, it would be impossible to begin to
understand the gradual emergence of a demand for economic explanations.

What was it that shattered the tranquillity of pre-industrial Europe? What
caused societies with markets to be transformed into market societies? A
prominent historical answer is known as the commercialisation thesis.
According to this account, the seeds of the upheaval which brought feudalism
down and occasioned the rise of capitalism were planted by the growth of
international trading networks due to improvements of navigation and ship-
building. As the Spanish, Dutch, British and Portuguese traders began to
exchange wool for Chinese silk, silk for Japanese swords, swords for spices and
spices for much more wool than they started with, certain commodities
established themselves as international currencies. Those who traded in them
prospered. Their increasing fortunes were a totally different species of wealth
from the riches of the traditional European aristocrats who had the hard work of
their own people to thank for their well-being. The emerging class of merchants
benefited not from appropriating the produce of the peasantry but from taking
commodities undervalued in one market and selling them in some other market
where they were highly valued: a case of what economists call arbitrage.

In contrast to the landed gentry whose only claim on wealth was that they
were born with a silver spoon in their mouth, the merchants’ claim was based on



shrewd and risky deals some times involving the perils of selling precious goods
(at huge prices of course) to countries under military siege or smuggling under
the noses of belligerent colonial rulers in India and South East Asia. At the end
of the day, they would return home (or should I say if they returned home?) with
economic power not derived in the conventional way, that is by virtue of having
been born into a landowning family.

The trade in commodities was tragically not the only kind of trade that
burgeoned. As the newly established internationally traded commodities gained
prominence (quite simply by creating wealth for those who traded in them), it
was inevitable that a new horrific trade would surface: the trade in people; a
trade in the productive power to produce such commodities. Lands that were
expropriated through western organised violence against the native populations
(e.g. Jamaica and elsewhere in the ‘New World’) were combined with slave
labour imported mainly from Africa to produce these commodities which then
entered into the international trading circuit. Along the way more wealth was
created for the entrepreneurs who participated in it.

At some stage landowners in Britain realised that their location at the top of
the social power hierarchy was being threatened. They had to reassert
themselves; and since they could not stop the merchants, their only option was to
join them. How did they do this? For example, one of the commodities that was
all the rage was wool. The lord of the manor would look out of his window and
see peasants who for generations would be toiling the land producing a bit of
wheat, some potatoes, a little corn. Useless stuff in other words that he could not
sell to any self-respecting international merchant. What if he got rid of these
peasants who were occupying so much space and substitute them with nice fat
sheep? That way he could produce lots and lots of shiny wool which would find
many willing customers. That was exactly what he and hundreds of other lords
in England and Scotland did. In the mean time, the value of their land became
intimately connected with the value of the wool that ‘grew’ on it. Land slowly
became more than an inheritance; it became an economic asset whose value
fluctuated with the price of the commodity (i.e. wool) it produced.

This historic turn of events simultaneously transformed not only land but also
labour into a commodity. In a relatively short space of time, thousands of
unsuspecting peasants found themselves in the muddy streets. They had no idea
what hit them. After generations on what they considered to be their land (by
tradition though not by ownership) they now had nowhere to go. Their
destitution gave rise to a phenomenon that is still with us: urbanisation.
Question: where do you go after you have been thrown out of the farm? Answer:
To the nearest village to beg. Thus the villages of Britain became towns and the



towns grew into cities. Whereas during the early phase of feudalism the
peasants’ labour was simply work which produced a harvest a part of which they
kept (but not a commodity which they traded), now that they found themselves
without access to land they were forced for the first time to try and sell their
labour. Visualise the scene where an evicted peasant knocked on some door and
said: ‘Give me some food—I will do any job you ask of me’ —an attempt to sell
labour as a commodity. Meanwhile the peasants who remained on the land were
increasingly forced to enter the newly formed market for land. How? By being
asked to pay rent to the lord. Their market relation with the lord led them
instantly to dependence on another market: the market for agricultural
commodities, in which they had to get a good price for their wares in order to
pay the rent. In one stroke, agricultural products, the land on which it was
produced and the peasants who used to produce them (both those roaming the
streets and the ones who were allowed to stay on the land) all became
commodities.

Recapping, so far the commercialisation thesis has highlighted three related
developments: an influx of merchant wealth from the new worlds, the
transformation of peasants into producers of commodities (as opposed to just
goods), and the formation of a group of wretched ex-peasants who found
themselves, for the first time, without access to land or tools (i.e. without a
capacity to produce a living) and who, therefore, were forced to sell a brand new
commodity called ‘labour’. Focusing on the first and the last links of the
explanatory chain offered by the commercialisation thesis, intensified external
commerce gave rise to the transformation of peasant labour into a commodified
factor. On the one hand we have accumulating funds in the City of London
(mainly the product of trade in international markets and slave production in the
colonies) while on the other we have heavy concentrations in small areas in
England and Scotland of a group of people desperate to sell their labour. Add to
this brew a steam engine and what do you get? A factory.

The last sentence implies the following large claim: if James Watt, the
Scottish inventor of the steam engine, had lived centuries before he did and still
managed to build an engine, his invention could very well have gone unnoticed;
it would have probably ended up as a curiosity in the palace of some royal
person who would be using it to entertain guests. Thrust though into the scene
described in the previous paragraph, the steam engine had a hand in changing
history. It, more than any other single physical development, symbolises the
momentous changes that wrecked the tranquillity of the Middle Ages and
shattered once and for all the feudal social relations.

Although most historians accept many aspects of this commercialisation



thesis, there are those who think that the unravelling of feudalism cannot be
explained simply by pointing to the intensification of international trade. For
them, it is unsatisfactory to place the entire burden of explanation of feudalism’s
collapse on external factors; on things that happened outside feudal Europe.
Instead they believe that the primary mover was to be found in the social
relations within Europe in general and Britain in particular. The development of
reliable forms of money (and financial institutions) and, more importantly, the
maturation of trade in market towns were of equal significance as the increase in
international trade. In this account, market societies came into being as local
trade in unglamorous commodities was steadily liberated from the fetters of
feudal regulation.

Yet other historians object to both the commercialisation thesis and the above
view of the industrial revolution as the outcome of the ‘liberation’ of local
markets. They claim that both of these views assume what they are trying to
explain; that they presuppose that capitalism was always there, at least in
embryonic form, waiting to be ‘released’ or ‘liberated’ by some external or
internal influence. It is as if the economic logic which became so dominant with
the emergence of market societies was always there, even before market
societies were established, waiting to be shaken loose. They argue that if this
was indeed so, we should be trying to explain what took capitalism so long to
emerge (rather than why feudalism collapsed). Additionally they point out that
neither of the accounts of the emergence of market societies above can explain
why it happened in Britain and spread quickly to the rest of Europe rather than in
the equally commercialised East.

One explanation of the birth of market societies which does not involve the
presupposition that their logic existed always in embryonic form, and also
accounts for the fact that it was British feudalism which collapsed first, begins
by focusing on the evolution of land-ownership in Britain. Compared to most
other parts of the world, land-ownership in England and Scotland was highly
concentrated (i.e. a few lords owned huge chunks of the British Isles). With such
huge estates to plunder they found it cumbersome to collect a portion of the
peasants’ different harvests (as for instance their French counterparts did) and
resorted increasingly to charging peasants rent (i.e. a charge independent of the
size of the actual harvest). In so doing they turned peasants into ‘tenants’ who
had an urgent incentive to increase production, reduce cost and sell their produce
for a good price at the local market so as to be able to pay the rent. With one
stroke, as already explained, the peasants were forced to enter the market in
search of consumers while, at the same time, land became a commodity whose
value was linked effectively to the rent paid by the tenants (which in turn was



linked to the price of the harvest). This was one reason why the first market
society emerged in Britain. The second reason is political: British landlords were
demilitarised before any other aristocracy. Moreover the English state was
uniquely centralised and wary of the power of the local gentry. Thus the ruling
class of the British Isles was becoming increasingly dependent on charging rent,
as a means of enrichment, rather than on physical coercion. They used as a
weapon not their henchmen’s armour but purely economic instruments. And as
the rent rose, fewer peasants could afford to pay it. Those who were not chucked
out of the estates in order to make way for sheep, were turned into wage
labourers employed by the tenants. A whole new economic chain was thus
created: the lords’ higher rent pressurised the tenants (1) to cut costs and enter
the local markets in pursuit of customers, and (2) to increase the productivity and
reduce the wages of the wage labourers. By the time the landless peasants who
had moved to the towns had been metamorphosised into an army of industrial
workers operating the factories, the increases in agricultural workers’
productivity made it possible to sustain a large and increasing non-agricultural
population.

In summary the above theory suggests that the heavy concentration of British
agricultural land, as well as the centralisation of political power in London,
created a pattern where both lords and their tenants became highly dependent on
market success for their preservation. In France where rents were nominal and
the lords continued to rely on the forced expropriation of the peasants’ harvest,
no such reliance on markets existed. Add to this account the effects of the British
domination of the major sea routes and of the rivers of wealth produced by the
African slaves in the Caribbean, and a plausible explanation of Britain as the
birthplace of the first truly market society emerges. Is it then any wonder why it
was in Britain that economics, as a distinct discipline, took roots?

Such were the historical surges that led to the building of the smoke-infested
industrial cities of Manchester and Birmingham in England and Glasgow in
Scotland. Of course history is far messier and uneven than any narrative as
simplistic as this. The transition from feudalism to capitalism was nowhere near
as seamless as the preceding explanation makes it sound. For a start, the
factories which absorbed the evicted peasants were erected up to a century after
their eviction. What did happen to these people in between? They starved, they
begged, many of them died of unnatural causes (unless famine counts as
natural). Nevertheless the factories did come and slowly, yet never fully, the
newly created working class was let through the gates. Wages and conditions
were worse than any horror movie can conjure up; yet the industrial society had
emerged.



Business ethics

Robert Heilbroner quotes in his book The Worldly Philosophers an
article in The Lion circa 1828. The article was about Robert Blincoe, one of
eighty pauper children sent off to a factory in Lowdham. Productivity was
kept up by continually whipping, day and night, 10-year-old boys and girls.
At another factory where they were taken later, they had to wrestle with
pigs over scarce food. Sexual abuse and physical violence was also part of
the menu. Robert Blincoe would spend the winters almost naked and had
his teeth filed down. Although this was the exception rather than the rule, a
fourteen hour day for 8 to 10 year olds was standard.

With its emergence, a fundamental shift of power occurred. The centre of
gravity of economic power started shifting away from those who had political
power—the aristocracy, the landlords, the bishops. Whereas once upon a time all
power was simultaneously political and economic (as it emanated exclusively
from land-ownership), capitalism changed all that. Economic power gradually
visited the merchants, and later those who ran factories; people of a relatively
low social status who hitherto enjoyed little, if any, political power. People
whom the king and his lords looked down upon with disgust seeing in them
‘men without breeding’ getting wealthy through the indulgence in the unworthy
pursuits of competition and profit making. Perhaps what fuelled the aristocrats’
ire most was the fact that these unworthy profiteers were making a great deal of
money. And since money could buy power, the aristocracy’s political power was
being usurped by the independent rise of economic, capitalist, power.

The rise of economic power as a force separate from political power had a
profound effect not only on the aristocracy and the common folk but on the
intellectuals who felt the pinch as well. For the first time, their traditional
analysis of social phenomena (based on treatises about political power, e.g. of
what the king’s men were doing or trying to do) was useless. They had not a clue
why the tranquillity of rural life had been interrupted so abruptly, why whole
communities had been destroyed, where the factory and its discontents had come
from. The reason why they could not understand any of this was because it was
due to a new kind of gale, sweeping everything in its wake, never encountered
before in the history of humanity. Yet the need to explain it was extremely
urgent: society was undergoing a series of violent spasms. People demanded to



know why. They wanted to grasp why countless former peasants were starving
through no fault of their own, why factory workers were being worked into the
ground, why people with nowhere to turn to for help desperately tried to sell
everything ranging from sexual favours to their labour power. They wanted to
understand just in case they could come up with a cure. Bishops, princes and
well-meaning philanthropists despaired. The first two because they had lost their
influence, the latter because of their helplessness in the face of the spiralling
human misery.

Perhaps the most intriguing aspect of these developments to those who were
trying to understand them was that no one could be blamed seriously. A
hypothetical opinion poll during the eighteenth century would most certainly
return the people’s verdict: “We do not want change. We do not want the
industrial revolution.” It was not even as if the king or some other person had
decided on changes that led to vast dislocation and suffering. Indeed the king
was as surprised and horrified by the changes as the next man or woman. The
change in the distribution of economic power meant that some low ‘caste’
people could now afford to raise an army against those, like the royals, holding
political power. (And some did with the result that quite a few royal heads were
separated from royal shoulders!) No one could point the finger at anyone.
History moved in unpredictable ways impervious to the wishes of rulers and
subjects alike. It was as if there were hidden, dark forces behind people’s backs
changing life as it was hitherto known. Some other explanation became painfully
necessary: economic theory.

1.2.2 The moral philosopher: Adam Smith

Examples of unintended consequences

Negative consequences: you are at a concert. Everyone wants to have a
better view of the stage. So everyone stands up. The result is that each has
the same view as before only they are less comfortable.

Positive consequences: the heads of the Mafia vie for control of the
organisation, each wanting to gain full control. However, a likely (and
certainly unintended) result of these intentions is that the aspiring
Godfathers wipe each other out.

Adam Smith hoped that capitalism (and the free market) would foster a
variety of positive social effects which, nevertheless, would be unintended




by capitalists.

Adam Smith (1723-90) was the first to satisfy this need at a grand scale. A
Professor of Moral Philosophy at the University of Glasgow, Smith looked
outside his window and instead of seeing the gloom, wickedness, misery and
smoke from the factory chimneys that everyone else could see, he saw the
makings of a brave new world. Being a philosopher, he was aware of an
interesting tension between people’s intentions and the result of these intentions
when people are allowed to act on them. To offer a silly, yet useful, example,
suppose a group of lazy farmers are told that there is a pot of gold somewhere in
the valley on which their land lies. Overcome by gold fever they maniacally, day
and night, dig the land. Of course they find nothing since the rumour was untrue.
But at the end of the day, because all the soil has been dug up and thus
revitalised, the productivity of their farms increased dramatically and they all
become much better off than before. This is an example of unintended
consequences, of the tension between what people intend and what happens as a
result of these intentions.

How is this example related to Adam Smith’s optimistic vision of a brave new
world? We have to start from the worries that were dominating public debate at
the time. Following the breakdown of central authority and the demise of the
unity of political and economic power, people were asking: given that the king’s
government and his lords have lost control, who is in charge? The following two
questions sum up their anxiety:

1. With no central control, how can we be sure that society will be in a
position to produce the commodities that it needs rather than overproducing
unnecessary things and under-producing essential stuff?

2. With no political control of the economy, how can we know that misery
will not grow to such an extent that society will disintegrate and be reduced
to skirmishes between different interest groups fighting each other for
supremacy?

Smith’s answers to both questions are based on two ideas: the first was that
the logic of the shopkeeper had become widespread amongst entrepreneurs. The
second was the idea of unintended consequences above. Consider some useful
good such as shoes and imagine that there are many shoemakers and countless
buyers. How will it be possible, without anyone instructing the producers as to
how many pairs of shoes to make, that the quantity of shoes produced (i.e.
supply) will equal the number of pairs that consumers want to buy (i.e.



demand)? Surely only by a fluke will the two quantities coincide. Not so, argued
Smith. Even if no one does the coordination, provided we let consumers and
producers act on their intentions, the two quantities will automatically become
equal.

Adam Smith on trade and virtue

Man has almost constant occasion for the help of his brethren, and it
is in vain for him to expect it from their benevolence only. He will be
more likely to prevail if he can interest their self-love in his favour,
and shew them that it is for their own advantage to do for him what he
requires of them.

On the merchant

By pursuing his own interest he frequently promotes that of the
society more effectually when he really intends to promote it. I have
never known much good done by those who affected to trade for the
public good.

Adam Smith, The Wealth of Nations, 1776

What are the consumers’ intentions? To buy a certain quantity of shoes at the
lowest possible price. And of producers? To sell a certain quantity at the
maximum price. That’s all. Neither side is interested in the least in whether
supply and demand will be coordinated nicely. Yet, Smith contented, if we let
them act on their intentions coordination will be automatic. How? If more shoes
are produced than are needed, there will be many unsold pairs. How can the
sellers get rid of them? Simply by reducing the price. And if fewer shoes are
produced than are needed, there will be empty shelves and customers will be
out-bidding each other for the few available pairs. Thus the price of shoes will
rise. It is the fluctuations of price that will do the job of coordination. Provided
that consumers limit their purchases and producers increase their output when
prices rise, the price of shoes will fluctuate automatically until the number of
pairs produced exactly equals the number of pairs customers want to purchase.
In the end price will find a level at which supply will equal demand. Thus



question (1) has been answered.

The gist of this answer is that even though no one tried to coordinate the
demand and the supply of shoes, or indeed of other commodities, the market will
act to ensure that the exact quantity of each good produced will equal the
quantity required by consumers. The beauty of this result is that no one intends
it! Just like the farmers in the silly example above, none of whom intended to
increase the productivity of the soil when they dug it up (even though they all
benefited from it in the end), no consumer or producer ever intended to help the
market equilibrate demand and supply. It just happened once they were allowed
to follow their intentions and, in spite of their intentions, they all benefit since
there is neither a shortage nor a glut of shoes.

The answer to question (2) is even more of a gem. Smith recognised that the
prerequisite for a successful industrial society is the proliferation of
commodities. When he looked around him and saw great poverty, he resisted a
moralist’s stance (i.e. to pray for the redemption of the soul of the poor, wishing
them luck in the next life) and adopted instead a practical perspective. These
people needed more commodities: more food, clothes and shelter. And if society
is to be harmonious it must provide more of these to the masses. A pretty level-
headed moral philosopher!

His notion of unintended consequences was utilised once more. To those who
pointed out that the nouveau riche, the merchant and capitalist class, did not give
a damn about the good of society, Smith’s attitude was that of a pragmatist:
granted that they are not the kind of person I would want my children to
befriend, these entrepreneurs, guided as they are by greed, will end up making a
contribution totally at odds with their intentions. They intend to knife each other
in the back for private gain but in the end, and totally against their intentions,
they will end up contributing to the public good; just like the farmers who, in the
selfish pursuit of the pot of gold, ended up helping the whole community by,
unintentionally, fertilising the land.

Of course Smith could not support his view that competition and profiteering
was the best way of serving the Common Interest without redefining it. Thus
while others were speaking of the importance of solidarity, of bonds between
people and families, of tranquillity and stability (all shattered by the coming of
the industrial age), for Smith the public good meant only one thing: more
commodities at lower prices (so that the masses could eventually afford them).
This explains why, in his eyes, the contribution of the individually untrustworthy
entrepreneurs was pivotal: they were the new messiahs because of their role in
mechanising society; of introducing more and more machinery (i.e. capital) in
the production process so that we can collectively, as a community, produce



more for less. Why on earth would the entrepreneurs do this? The point is, again,
that they would not be aiming to do it. Instead all they would be looking after is
their own hip pocket—their profit. However, the prerequisite for this
unintentional convergence of the capitalists’ and merchants’ interest and the
good of society is that there are many of them and that they are at each other’s
throats; that is, what we euphemistically call competition.

Adam Smith’s audacious idea

Smith’s central idea that we shall all benefit by competing against each
other without any concern about our neighbour (except for what we can get
from them and how we can appeal to their ‘self-love’ in order to gain
personally), was and remains controversial (it was described by American
philosopher Richard Rorty as ‘strange’ and ‘dangerous’). Yet it is a
measure of this idea’s power that it has become a dominant ideological
creed from Anglo-America to Japan and, more recently, from Budapest to
Vladivostock.

Trade keeps prices low and even: an example from a POW camp

While in captivity during the Second World War, R.A.Radford studied
the economic activities of his fellow prisoners. In an article published by
Economica in 1945, he explains how prisoners exchanged the various
articles sent to them by the Red Cross. Initially each section established its
own prices expressed in cigarettes. However, some prisoners recognised the
possibility of improving their material situation in the camp by buying in
one section and selling in the other. For example, the price of tea in the
English section was at first higher than that of coffee (reflecting the
preferences of the prisoners). However, after some entrepreneurial
Englishmen discovered that they could buy tea cheaply in the French
section and then resell it in the English section, prices in the two sections
eventually equalised. Moreover, with quite a few prisoners acting as
merchants, in the end there was no significant profit to be made from
trading: competition had pushed prices to the lowest possible level.

The virtue of competition according to Smith is that, as the Australians like to
say, ‘it keeps the bastards honest’. In effect it ensures that no one can sell
anything for more than it is truly worth. If one tries to, then there will be
countless others prepared to undercut the asked price. Eventually prices will tend



to hover just above costs and as a result no one will be able to make a profit just
by trading. This should, according to Smith’s logic, help capitalists focus their
mind on how to create profit. The first thing they will think of is how to squeeze
more for less out of their workers. Well, provided they all squeeze more or less
the same, no one will be in a position to make money just by pushing hourly
wages down to its lowest level. Smith presumed that the wages have a lower
limit and if employers try to push them further down, workers will simply quit
(or starve to death) —the so-called subsistence wage.

Once they realise that they must be more ingenious than that if they are to
profit significantly, they will see that the best way of undercutting their
competitors without losing money is if they can automate the production process
so as to need fewer labour hours per unit of output. That is, if they mechanise or,
equivalently, if they introduce more capital in their operation. Suppose they are
successful. Immediately they will wrestle market share from the competition
(since they will be able to charge less than the others) and profit greatly.
However, before long others will follow their lead and also invest in more
machines. In the end, all firms (at least those that survive) will use more
machines and no one will have an advantage. Indeed competition between them
will see prices drop further. In the end no one will be making any significant
profit and the only beneficiary is society at large since more commodities will be
produced (due to the greater automation of production) and prices will have
fallen. To use a popular phrase, private vices (i.e. the profit motive of capitalists)
will have given rise to public virtue (i.e. the proliferation of cheaper
commodities which are essential for combating need).

In conclusion, the optimism of Smith about the emerging industrial capitalism
of his time boils down to his view of competition as the lever by which society
harnesses the selfishness of industrial and merchant capital and transforms it,
against the intentions of the capitalists, into economic growth and prosperity for
the many. The engine which is to pull society forward and away from misery
and need is the urge to accumulate capital (or mechanisation/automation). When
a firm orders a new piece of machinery from another firm, it passes on to the
latter a part of its previous profits. That money is used to hire previously
unemployed workers to produce this piece of capital equipment. In the
meantime, they receive a wage which they spend on other commodities. So the
profits of the first firm, instead of being spent on a holiday by the entrepreneur,
is channelled into the economy. Not only does it help buy a piece of machinery
that will help mechanise society and thus boost its capacity to produce needed
commodities, but also it ends up in the pockets of workers who then pass it on
(e.g. at the supermarket) to other producers. It is like an endless chain reaction



that keeps the home fires burning.

No wonder Smith was optimistic about capitalism. For if the above vision was
correct, then society would resemble an escalator which constantly moves
upwards. Some social classes will be higher up but all will be moving in the
right direction. The motor of the escalator being capital accumulation (or, in
everyday parlance, investment in machines), it is clearly essential that it is kept
going. And the motor power which can alone keep it going is competition. Any
slackening in the war between capitalists and the urge to amass capital (i.e. to
invest) will be dampened with horrific consequences: the escalator will stall and
may well start going backwards.

But as long as it keeps going, society can look forward to prosperity and, one
hopes, harmony. The last point depends on the thought that as capital
accumulation and economic growth gather pace, the inequalities between the
classes will shrink; people from different backgrounds will start moving closer
together on the ever rising escalator. The reason why this may happen is that
whereas purchasing power will be improving (recall the proliferation of
commodities at ever decreasing prices), the profit of capitalists will always
remain minuscule due to competition. Consequently the scissors between
employers and employees will be closing steadily. In the long run capitalists
would never make much money in spite of their great interest in doing so; a
desire that is most successful in promoting the public good provided it remains
unfulfilled.

Those who heard Smith’s theories and read his 1776 book, the celebrated An
Inquiry into the Nature and Causes of the Wealth of Nations, must have been
reassured. There was some order to be discerned in the chaos around them. And
it was not so bad that the new holders of economic power (i.e. the capitalists and
merchants) may have seemed too crass and greedy. If their greed is self-
defeating and in the end contributes to the good of society, so be it. The whole
vision seemed like a product of divine providence. Here is a bunch of selfish
people who act on their own interest and yet forces behind their backs contrive
the best and most noble of all possible social worlds. It is as if an invisible hand
forces on those who act shamelessly a collective outcome fit for saints. Not
surprisingly, Adam Smith became a celebrity in his time. He had offered, in true
twentieth-century Hollywood style, a nice story with a great twist and a happy
ending. It was popular.

1.2.3 The stockbroker: David Ricardo
The problem with feel-good theories is that when the good feeling gives its
place to discontent some impertinent soul will emerge with a repudiation of the



theory, or even worse with an alternative theory. No theory can defy history. In
the case of British capitalism economic growth nose-dived soon after Smith’s
death when Britain got involved in continental conflict leading to the Napoleonic
Wars. One of the immediate repercussions of these wars was the slowing of
trade owing to the naval stand-off between the combatants. In particular the
discontinuation of corn imports into Britain inflated food prices and gave rise to
more rather than less hunger. Smith’s escalator initially stalled and then started
going into reverse wrecking the prospects of harmony promised by Smith. As
working-class families were forced to pay more for less food, a vociferous
minority of landowners insisted that no corn should be imported after the war’s
end for the simple reason that their wealth increased in direct proportion to the
misery of the majority (in short, the shortages of corn inflated its price and,
subsequently, their bank accounts).

Excited by all this, David Ricardo (1772-1823) sat down and tried to re-
examine Adam Smith’s narrative. His answer came in the form of a best-selling
book, published in 1817, entitled Principles of Political Economy. Was Smith
justified to place so much trust in the power of competition? Would capital
accumulation do the trick? Ricardo concluded that, though Smith was right that
long-run capital accumulation (i.e. mechanisation/automation) was society’s
only hope, competition would not necessarily bring it about. The reason is that
there are some factos of production (or resources) which are limited in volume
(e.g. fertile land). As production and income rises, demand for these scarce
resources escalates but, unlike other commodities (e.g. bread or guns), their
supply does not respond to this increase in demand. Those who happen, by some
historical accident, to own them will receive more and more money with every
increase in the demand for commodities requiring the employment of that
resource. This gave rise to Ricardo’s idea of economic rent.

Economic rent

A farmer is willing to produce wheat at $10 per ton. If the market price is
less than $10, she would switch to some other productive activity (e.g.
would grow strawberries or turn the farm into a theme park). Suppose now
that demand is high and the price of wheat rises to $15. For every ton
produced she is receiving $5 more than is necessary to keep her in wheat
production. This difference was termed by Ricardo economic rent.




For Ricardo, rent was a payment to some supplier over and above what is
necessary to keep the supplies coming. From the point of view of a society
which needs to invest every spare penny into more machines (recall Smith’s
point about the escalator running on capital accumulation), such payments, or
rents, were a waste. Smith and Ricardo agreed on that. However, whereas Smith
was confident that competition will make rents vanish (as sellers would cut
prices to the bare minimum in order to compete with each other), Ricardo feared
that the opposite is true. His experience with landowners trying to ban corn
imports in order to boost their rents (at the expense of capitalists, workers and
economic growth) taught him that it was unwise to assume that rents would
simply wither away as a result of competition. His reason for thinking this was
that landlords did not compete against anyone. Take for example the owner of an
office block in central London. Who is the owner competing against when the
demand for office space is high during an economic boom (e.g. the late 1980s)?
As space in central London is more or less fixed, an economic boom is
guaranteed to boost the landowner’s income by virtue of the location of the
building. Ricardo considered this and saw a chink in Smith’s theoretical armour:
here is a great pool of income (i.e. rent) which is neither a reward for
mechanising society nor for anything else which is likely to enhance society’s
capacity to produce and, additionally, which is bound to increase (as opposed to
decline) when the economy grows and competition amongst all other (capitalist)
producers hots up.

Economic rent as a brake to growth

According to Adam Smith, competition ensures that most profits are
invested into better machinery (and thus future productivity). However,
Ricardo pointed out that competition does not help convert economic rents
into more investment in machinery. The reason is that, unlike industrial
profit, economic rents are not a reward for entrepreneurship and greater
productivity. Instead they are a payment to those people who, as a result of
good fortune, happened to have inherited ownership of productive
resources (e.g. land) in short supply. These people can enjoy their rents
without ever having to invest (unlike capitalists fearful of competition).
Thus a society in which economic rent is a large portion of overall income
is one which will grow slower and therefore be more prone to stagnation.

This last point worried Ricardo immensely. Unlike industrialists who must
invest whatever profit they make back into capital equipment (if they are to



survive the competitive jungle), these rentiers (i.e. the recipients of rents) do not
have to invest at all; after all they own the limited supply of this increasingly
valuable resource and they do not have to compete with anyone (since no one
else can produce more of that resource). Thus they can spend their rent on
holidays or simply put it in a vault and, in this way, stay well out of what Smith
considered to be the miracle of capital accumulation which is driven by
competition and reinvestment. For Ricardo, the money that rentiers ‘smuggled’
out of the cycle of ‘production — profit — reinvestment — greater-production
- ...” resembled lost socio-economic energy; energy that was drained out of the
economic system and retarded capital accumulation. It is as if some people on
Smith’s escalator had found a way to drain its motor of energy in order to propel
themselves further up. The only problem was that, if they were successful in
doing this, they would cause the escalator to stall.

Intellectual integrity and economic theory

Although (I still insist) history and ideology are the twin masters of
economics (and therefore of economists), this does not mean that economic
theory has always reflected the self interest of those who devised it. For
instance, David Ricardo was a major landowner and stood to benefit a great
deal from the policies that he fought against in the House of Commons (a
seat that he actually purchased!). His friend and theoretical adversary,
Thomas Malthus (1766-1834), wrote the following on this subject:

It is somewhat singular that Mr. Ricardo, a considerable receiver of
rents, should have so much underrated their national importance;
while I, who have never received, nor expect to receive any, shall
probably be accused of overrating their importance. Our different
situations and opinions may serve at least to shew our mutual
sincerity, and afford a strong presumption, that to whatever bias our
minds may have been subjected in the doctrines we have laid down, it
has not been that, against which perhaps it is most difficult to guard,
the insensible bias of situation and interest.

Quoted in Robert Heilbroner, The Worldly Philosophers, 1953

Another thinker belonging to this category is Friedrich Engels (1820—
95), Karl Marx’s life-long friend and collaborator. Although born into a




capital-owning family (he was himself the owner of a factory in
Manchester), he spent most of his life championing the right, and
obligation, of workers to acquire the ownership of factories by force.

In summary, it is not difficult to see how historical events at the beginning of
the nineteenth century produced a fledgling theory of economic recessions.
Ricardo’s dislike for the stance of landowners, and their demand that food
imports are banned so that they can profit, caused him to rethink the dominant
economic theory at the time. Startlingly Ricardo was himself the owner of much
land and the recipient of significant rents (see box on p. 24). Nevertheless
intellectually, ideologically and politically he identified with industrialists whom
he, just like Smith, saw as the usherers of progress. He detested the flow from
higher rents for land to increased food prices to higher wages (so that workers
could buy enough food to avoid collapsing of malnutrition on the job), on to
lower profits and thus lower capital accumulation. Therefore his theoretical
intervention can be understood in terms of his assessment of new historical data
and his ideological position (i.e. proindustrial capital).

1.2.4 The revolutionary: Karl Marx

Marx on the centrality of wage labour under capitalism

Labour not only produces commodities. It also produces itself and
the worker as a commodity, and indeed in the same proportion as it
produces commodities in general.

Karl Marx, Economic and Philosophical Manuscripts, 1844

Perhaps it is not unreasonable to generalise that all major economic insights
where produced in the same way: based on a combination of history and
ideology. We just saw how the Napoleonic Wars and an ideological commitment
to capitalism influenced Ricardo to turn against his social class and to compose
theories which dispute Adam Smith’s optimism about capitalism. Another
example can be seen in the economic works of Karl Marx (1818-83). Like
Ricardo, he did not think that competition guaranteed a growing economy.
Moreover, and again like Ricardo, he felt that inequality would deepen and
social conflict would intensify. But unlike the political environment in which
Ricardo had developed his ideas, when Marx was shaping his economic theory



the conflict between landlords’ rents and capitalists’ profit had dissipated
substantially (indeed rent, as a proportion of total income, had ceased to grow).
In Marx’s case another conflict and another sympathy marked his thinking. It
was the clash between capital and labour (culminating in the Europe-wide
revolutions of 1848) and Marx’s identification with the lowest of the low: the
workers for whom Ricardo had little interest focused as he was on the conflict
between landlords and capitalists. Writing at a time of wild fluctuations in the
fortunes of capitalism, and in an attempt to explain these fluctuations (as well as
the ensuing social conflict between workers and capital), Marx asked a simple
question: what is it that gives value to commodities?

Marx on the employer-employee relation

The possessor of money has paid for a day’s worth of labour; hence
the use of a whole day’s labour belongs to him during that day. The
circumstance that it costs only a half day’s labour to get a day’s labour
power...that therefore the value created by its use during one day is
twice as much as its own value of that day—this is a piece of luck for
the buyer, but no injustice at all to the seller.

Karl Marx, Capital, volume 1, 1867

Thus, contrary to popular opinion, Marx did not blame the capitalists for
the ills of capitalism. His critique focused on the ‘internal contradictions’,
or, as we would say today, the irrationality of a system in which the
workers’ labour is not rewarded as such but instead workers are paid a
wage in return for their labour time.

His answer, influenced crucially by Smith and Ricardo, was that the value of a
commodity reflects the amount of human labour that is needed for its
production. (Note how his ideological commitment to the workers caused him to
be extremely receptive to this theory linking economic value to human labour.)
So automation (i.e. capital accumulation) reduces a commodity’s value because
it reduces the amount of human labour (both current and previous) that has been
‘crystallised’ in the commodity. Then he asked: where do profits come from? He
agreed with Smith that they cannot come simply from buying cheaply and
selling expensively since competition would force all prices down to a minimum
level that would reflect the commoditity’s value. And if no one can sell anything
above its value, no one can profit from just buying and selling. Marx’s answer



was that profits were made not at the point of selling but at the point of
production. More precisely, they were due to the difference between the value of
labour as a commodity and the value that workers put inside commodities. Let us
define these two different values carefully: (1) the value of a worker’s labour as
a commodity; that is, the value of labour time (or power) and (2) the value of the
commodity that the worker’s labour has produced; that is the value of labour:

1. The value of labour time (or power) Labour time (or labour power) is
traded as a commodity between employers and workers in the so-called
labour market and fetches a price (i.e. the wage) reflecting the demand for
and supply of workers’ time. Thus the wage corresponds to the value of
labour time. But what is this value? Take for example an industrial worker,
say Bill. What is the (economic) value of Bill’s time? Recall Marx’s
definition of the value of any commodity: it equals the labour that has gone
into its production. What has gone into the production of Bill’s ‘labour
time’? All the commodities which are necessary for the continuation of
Bill’s life (i.e. food, shelter, etc.), answers Marx. The ones that are
necessary so that he can report to work every morning ready for a full day’s
work. The total value of these commodities (equal to the human labour
expended, by other workers, to produce them) determines the value of
Bill’s labour time.

2. The value of labour During the process of production Bill puts his own
work into commodities (so to speak) and thus lends them value (recall
Marx’s definition of a commodity’s value as being proportional to the work
effort expended in its production). Thus the value of Bill’s labour
corresponds to the value of the commodities he produces.

Marx pointed out that (1) and (2) above are different; that there is no reason at
all why the total amount of work other workers have done in order to ‘re-
produce’ Bill as a worker (by creating the commodities which are necessary for
Bill’s re-production) must be the same as the total amount of Bill’s work in the
factory. Indeed Bill’s employer would have no reason to employ him unless the
work Bill put in was greater than the work other workers have put into ‘keeping’
Bill (which Bill ‘purchases’ with the wage his employer pays him). And this is
the rub: The difference between (2) and (1) above is retained by the employer
and is the source of the employer’s profit. Marx calls this difference surplus
value. From this surplus value, the capitalist pays rent to the landlord, interest to
the bank and keeps the rest as profit.

How can this explain the fluctuations in the fortunes of capitalism? Suppose,
says Marx, that we start with circumstances which would warm Adam Smith’s



heart; that is, a period of growth spearheaded by capital accumulation; that is, by
capitalists eagerly reinvesting their profit into more and better machinery. Is it
sustainable? Marx looked at this rosy picture of a growing capitalist economy
and saw the seeds of an imminent economic crisis. As production becomes
mechanised, each unit of output encompasses less and less human labour. And
since it is the latter that determines the values of commodities, it is a matter of
time before values are reduced, prices decline and thus profit plummets. Some
firms, the more vulnerable ones, will go under causing a negative chain reaction:
the first workers who lose their jobs will cut down on their purchases and this
will reduce the profit of some other firms further which will then fire more
workers and so on until the economy stagnates and huge queues of unemployed
workers gather outside the gates of under-utilised (or, even worse, closed)
factories desperately seeking jobs.

At some point, the recession will be so deep that those firms which have
survived will start doing rather well. The reason is that, with many of their
competitors out of the market, they will be enjoying a much bigger share of the
market. Even if the pie has shrunk there will be far fewer firms competing for
pieces of it and therefore those still left in the game will get their hands on a
larger piece of the (albeit shrinking) pie. Additionally, a recession reduces firms’
cost by creating a large pool of idle capital and labour whose prices drop below
its values. In plain language, during a recession surviving firms can purchase
raw materials, computer equipment, machinery, etc. for a song. As for workers,
desperate as they are for work they will labour for lower wages and, even if they
receive the same wage as before, they will be working twice as hard fearing that,
at the employer’s whim, they may join the scrapheap of wasted humans who are
knocking pathetically on the factory’s gates. It is not at all surprising, in this
theoretical context, that in Marx’s eyes economic recessions are to capitalism
what hell is to Christianty: indispensable.

However, unlike hell, an economic recession is not permanent. In an attempt
to shore up their market dominance, surviving firms start expanding in the
middle of the recession. As they expand (e.g. by employing more workers) they
start another chain reaction, this time a positive one, which boosts output,
employment and eventually capital accumulation. The economy thus exits the
recession and enters a period of growth. But as before, this upturn contains the
seeds of the next recession. And so on.

Marx went on to predict that every recession revitalises capitalism as it plays a
culling role which helps the fitter companies survive at the expense of the
fragile; a process that, many years after Marx, the Austrian economist Joseph
Schumpeter (see p. 190) described as the process of ‘creative destruction’.



However, Marx believed that with every recession that passes the poverty and
inequality left behind would worsen. And every new period of growth will be
less likely to undo the social and economic damage caused by the previous
recession. In time, capitalism will exhaust its capacity to innovate and to utilise
resources (especially human resources) with any semblance of efficiency. The
answer to this senseless cycle, Marx argues, is to devise a more rational
economic system than capitalism: socialism. For this revolutionary thinker,
capitalism is not “‘wrong’ because it is unfair; it is unfair because it is irrational
and fundamentally wasteful.

1.2.5 The twin masters of economics: history and ideology

This is not a book on the history of economic thought. The point in skimming
through the surface of the simultaneous development of capitalism and of
economic ideas about capitalism is to give the reader a feeling for the
precariousness of economic theory. Unlike physics, it is not simply a response to
the need to know how an objective reality ‘out there’ works. Unlike nature
which conveniently stays at an arm’s length from our theories, society is less
accommodating: our theories about society are so bound up with society itself
that it is radically harder for a social scientist to create enough distance between
her and the object of her study than it is for a natural scientist. The result is that
economics is partly science and partly ideology. Which part is greater is also a
source of contention amongst economists!

Can economics be a science?

Most economists answer with a resounding ‘Yes’. They distinguish
between two types of economics: positive and normative. Positive
economics is proclaimed as the scientific study of how things are, of how
particular economic systems work. Normative economics is about how we
would like things to be, of which type of system we favour. (Textbooks
make this distinction and then concentrate on positive economics. Indeed a
famous textbook by Richard Lipsey is entitled Positive Economics.) The
idea is that we keep positive economics free of ideology, ethical judgments,
political passions, etc. and, once we have a clear picture of what is feasible,
we can then let the passions in to decide what is desirable (that is, move on
to normative economics).

Others (including me) disagree. They point out that the
positivenormative distinction is impossible to hold on to. For example, they
suggest that behind every piece of ‘positive economic thinking’ lies an




ideological position. Even worse, and unlike in physics or chemistry, there
can be no ideology-free economic facts. Take inflation, that is, the rate of
increase in prices: which prices do we measure? Do we look at the price of
a Rolls-Royce, of a bus ticket or a combination of the two? And if we
choose the latter, how much emphasis should be given to the price of the
Rolls relatively to bus fares when calculating the average change in the cost
of transport? In other words, every measure of inflation hides a political
decision as to which group of people matter more (e.g. the rich or the poor).
And to try to pretend that economics is an objective study of the possible
(as opposed to the desirable) is a political attempt to present certain
politically loaded views as objective and thus superior.

Regardless of all this, economic textbooks seem strictly unideological. Yet
every economic theory is based on some ideological or political prejudice. We
saw how Adam Smith created a theory consistent with his commitment to free
trade and the historical events of the eighteenth century which were marked by
the rise of market societies out of feudal societies with markets. Smith takes the
logic of the 1770s tenant (who rents land from the lord and hires wage labour),
of the merchant, of the butcher and assumes that theirs is the logic of rational
men (note that the rationality of women was hotly disputed on sexist
philosophical grounds during that time) at all times and in all places. He forgets
that this logic is also a product of history; that it did not exist until the tenant, the
smith, the butcher and the worker were all forced by historical change to enter
the competitive market and to develop a specifically marketoriented mentality.
Adam Smith’s ideological identification with this mentality spawned a particular
view of human nature and of the type of social organisation (i.e. free market
capitalism) which can serve it best. However impressed one is by Smith’s vision,
it is unwise to interpret it as an objective, scientific, unideological model of the
social world.

David Ricardo’s theory was also a product of his ideology and of the period
during which he thought and wrote. It was utterly in tune not only with
Ricardo’s dislike for rentiers (i.e. landowners, like himself, who creamed off the
benefits from capital accumulation without contributing anything to it) but also
with the historical developments of his time (i.e. the Napoleonic Wars and the
subsequent political tussle against protectionist landowners). Finally, Karl
Marx’s model of capitalism reflected not only his solidarity with the working
class against its exploiters but also the history of recessions and revolutions
during the period when he was writing.



Since then ideology and history have continued to spawn contradictory
economic perspectives like those (to mention a few who probably mean nothing
to you at the moment) of Rosa Luxemburg, Joseph Schumpeter, John Maynard
Keynes, Friedrich von Hayek, Paul Sweezy, John Kenneth Galbraith, Joan
Robinson, Milton Friedman and Robert Lucas. The reason why they disagree
violently amongst them is not that some are more intelligent than others. Rather
it is because their starting ideological position was different and because they did
not have a shared history.

1.3 Modern textbook economics (or neoclassical economics)

1.3.1 The transition from classical to neoclassical economics

Imagine that you are the first ever Professor of Economics in some prestigious
European university towards the end of the nineteenth century. After your first
lecture you enter the Common Room where all the professors meet at teatime.
You sit around the table unobtrusively listening to the various conversations.
The Professor of Physics is going on about the latest advances in
thermodynamics and the exciting possibility of understanding the universe in a
non-Newtonian manner. The Professor of Biology predicts that Darwinian
theories will eventually focus on the evolution not of whole animals but of genes
and perhaps of smaller entities which make up genes. Meanwhile the Professors
of Philosophy, Law and Linguistics are immersed in witty exchanges on the
nature of language. At some point, they notice your presence and interrupt their
discussions. One of them shatters the awkward silence by asking: ‘Tell us old
boy, what is this economics science of yours? Is it worth the candle?’

What do you say? Do you give them a spiel on how when the demand for
shoes exceeds the supply of shoes, shoes will appreciate in price? Or do you tell
them about Adam Smith’s escalator? Or David Ricardo’s dislike of landowners?
It is embarrassing, isn’t it? I suspect that in that position you would have a great
urge to convince these snobs that your discipline is as scientific and respectable
as theirs. Regardless of whether the first academic economists actually felt that
way, their theoretical endeavours are not incompatible with such feelings of
embarrassment at what is now called classical political economy, or classical
economics (i.e. the work of Adam Smith, David Ricardo, Karl Marx and others).

Although they recognised the gravity of the main economic ideas in the
classical texts, they thought of them as too bound up with politics, ideology and
guesswork; features which precluded the development of a discipline as well
behaved and professional as, say, physics. In a short space of time, academic
economists like Alfred Marshall (1842-1924) and Léon Walras (1834-1910)



(see box on p. 32) recalibrated economic theory to fit into the mould of natural
science. By the turn of the century economies’ main new feature was the
extensive use of mathematics and the explicit attempt to rid economics of the
politics, the passion and the philosophical wanderings which people like Smith,
Ricardo and Marx had woven into it. Today we refer to the product of their
labours as neoclassical economics. Modern textbooks attempt to convey
competently a synopsis of those neoclassical efforts from the end of the
nineteenth century to date.

Imagine now that it was you who had the job of reworking economic theory
so that it comes to resemble physics rather than politics and philosophy. How
would you go about doing it? Borrowing ideas from physics on how to construct
a distinctly ‘scientific’ approach would be a good start. At that time the
dominant physics’ model was that of classical mechanics as conceived by Isaac
Newton (1642—-1727). To cut a long and glorious story very short, Newtonian
classical mechanics comprised four steps. Starting with a decision on what the
focus of study ought to be (i.e. objects with certain physical characteristics like
mass, location, velocity and so on), physics founded its great theoretical
breakthrough on certain assumptions concerning the way nature worked (i.e. the
Laws of Nature).

A founder of neoclassical economics speaks out

As for those economists who do not know any mathematics... and
yet have taken the stand that mathematics cannot possibly serve to
elucidate economic principles, let them go their way repeating that
‘human liberty will never allow itself to be cast into equations’ or that
‘mathematics ignores frictions which are everywhere in social science’
and other equally forceful and flowery phrases. They can never
prevent the theory of the determination of prices under free
competition from becoming a mathematical theory. Hence, they will
always have to face the alternative either of steering clear of this
discipline and consequently elaborating a theory of applied economics
without recourse to a theory of pure economics or of tackling the
problems of pure economics without the necessary equipment, thus
producing not only very bad pure economics but also very bad
mathematics.

Leon Walras, unpublished correspondence, 1900

And the first Professor of Economics at Cambridge offers a word of



caution

Most economic phenomena ‘do not lend themselves easily to
mathematical expression’. Economists must therefore guard against
‘assigning wrong proportions to economic forces; those elements
being most emphasised which lend themselves most easily to
analytical methods’.

Alfred Marshall, Principles of Economics, 1891

One of these assumptions is the Principle of Energy Conservation which,
stated simply, suggests that energy is never born out of nothing and equally it
never vanishes (this is why when a car crashes it explodes: kinetic energy does
not evaporate but transforms itself into thermal energy). Notice how, at first, this
is a theoretical proposition, an assumption. For all we know, it could be wrong.
To find out more, physicists traced the repercussions of this assumption on the
behaviour of the things it chose to study—of objects. They worked out
mathematically what type of behaviour is compatible with the initial
assumptions. For example they showed that for energy to be conserved the
acceleration of an object subjected to some force must be a particular function of
its mass and of the magnitude of that force. Finally, the time came where this
whole model can be put to the test. If objects behaved in the laboratory
according to the mathematical rules just derived, then the theory was to be
accepted as true. Otherwise back to the drawing board. The question then
becomes: how could we build an economic theory along these lines?

The structure of explanation in classical mechanics

Step 1 Identify the focus of study
Objects (e.g. atoms, molecules, electrons, a pendulum, etc.)

Step 2 Articulate a grand theoretical assumption
The Principle of Energy Conservation (i.e. energy neither vanishes into
nothing nor is it born from nothing)

Step 3 Describe mathematically the behaviour of our focus of study
consistent with Step 2
Mass=force times acceleration
(i.e. if a force is applied on some object, its acceleration will equal the ratio
of its mass and the magnitude of the force)

Step 4 Observe in the laboratory if actual objects behave according to




Step 3
If yes, accept the assumption in Step 2 and the theory in Step 3.

The structure of explanation in neoclassical economics
Step 1 Identify the focus of study
Decision makers (e.g. individuals, firms, organisations, governments, etc.)
Step 2 Articulate a grand theoretical assumption
The Principle of Utility Maximisation (i.e. decision makers strive to satisfy
their preferences)
Step 3 Describe mathematically the behaviour of our focus of study
consistent with Step 2
Marginal benefits=Marginal losses
(i.e. agents will do X until the last smidgen of X produces the same benefits
as it does losses)
Step 4 Use statistical methods (i.e. econometrics) to find out if Step 3 is
correct
If yes, accept the assumption in Step 2 and the theory in Step 3.

1.3.2 The rise of neoclassical economics: utility and the Equimarginal
Principle

If we were to follow in the footsteps of the physics method above, it is easy to
see what the focus of study would be: just as natural science focuses on atoms,
molecules and objects, the behaviour we will want to explain is that of
individuals, firms and institutions (e.g. universities or government departments).
That was easy. But then comes the difficult step. What assumption can we make
that will be as all-encompassing in economics as Newton’s Principle of Energy
Conservation proved to be in physics?

Jeremy Bentham on the Utility Principle

Nature has placed mankind under the governance of two masters,
pain and pleasure. It is for them alone to point out what we ought to
do, as well as to determine what we shall do.

Jeremy Bentham, An Introduction to the Principles of Morals and
Legislation, 1789




Imagine that while searching for an appropriate unifying principle for our new
‘social physics’, you stumbled on the quotation in the box. Notice how human
motivation is reduced to a single dimension: positive energy (i.e. pleasure) or
negative energy (i.e. pain=negative pleasure) with the former attracting and the
latter repelling—pretty much like electricity. Well, is this not the basis for an
ultra-simple, let us call it, Principle of Human Choice? Something like this: ‘Do
what gives you pleasure and avoid painful experiences.’ If all experiences can be
reduced to this uni-dimensional common currency by which all sorts of different
experiences can be measured, then we can just argue that people always strive
for more of this currency. Borrowing the term ‘utility’ from Jeremy Bentham
you could then, at last, announce to the world your assumption: the Principle of
Utility Maximisation.

What does this principle say? It states that people do what makes them happy
and avoid doing unpleasant things; nothing spectacular but a start nevertheless.
How can we take this further? Recalling that physicists moved from their
assumption to a mathematical proposition on how nature works, our task is clear:
we need a mathematical formulation of how human nature works in economic
settings. A good strategy for making theoretical progress is through the
resolution of paradoxes. Consider this paradox: if we value experiences or
things, commodities, etc. because they give us pleasure, then why is it that, in
contradistinction to all the rubbish we spend our money on usually, we are not
prepared to pay a penny for the one ‘thing” which gives us most pleasure: the air
we breathe? Surely without it we are dead and one presumes that death will lose
us many units of ‘utility’.

Here is our first opportunity to create a logical/mathematical proposition
stemming out of our Principle of Utility Maximisation: suppose we were to
conclude that our propensity to pay for X depends not on the total amount of
utility from having a quantity of X but, instead, on the increase in our utility
following the acquisition of a little more X. This is simpler than it sounds. It
states that even though the utility (or pleasure) we get from the surrounding air is
enormous, if someone were to offer us a bit more air (in, say, some cylinder) we
would have no use for it. Thus because the addition to our utility from a bit more
air is zero (i.e. we have enough air as it is), we are not prepared to pay anything
for this extra quantity of air. Perhaps unwittingly we have hit on our first
mathematical principle: the economic value of X depends on the rate of change
in our utility from X (and not from the total utility we enjoy).

To enhance the generality of this principle, suppose the question is: when
should we stop ‘acting’ (e.g. jogging, drinking, consuming, producing, singing
or whatever it is we do)? The answer is, When the last thing we did (e.g. the last



step we took, the last house we viewed while house-hunting or the last banana
we ate) gave us as much utility as the utility that it cost us (e.g. the pain from the
last step, the cost of viewing that last house in terms of both money and extra
fatigue, the cost of that banana). In the language of rates of change, We should
stop ‘acting’ when the rate of change in utility equals the rate of change in dis-
utility (or losses/cost). If we replace the unwieldy ‘rate of change’ with the term
‘marginal’, our grand theory can be expressed simply by the following dictum:
Stop ‘acting’ when your marginal benefits from the ‘activity’ equals your
marginal costs. From now on this will be known as the Equimarginal Principle;
a principle at the heart of neoclassical economics—which is also known, for
obvious reasons, as marginalist economics.

To sum up, Step 2 of the new social physics (see box on p. 33) comprises the
Principle of Utility Maximisation which yields a simple mathematical relation in
Step 3—the Equimarginal Principle. Finally Step 4 involves the conjuring of
statistical tests whose purpose is to emulate the physicist’s laboratory and
provide empirical proof of the theory’s validity.

Alfred Marshall tries to steer a course between physics and history
by turning to biology

Although the commitment of the first professional academic economists
to a kind of social physics is indisputable, the first economics professor at
Cambridge, Alfred Marshall, had his doubts about the wisdom of trying to
model economics on physics. He thought that economics should aim at
explanations somewhere in between, on the one hand, objective physics
and, on the other, subjective historical studies. Indeed he thought that
biology offers a good model for economics since economists, like
biologists, try to understand the growth and development of ‘organisations’
(e.g. markets and companies seen as complex organisms). What impressed
him most about biology was its view of the evolution of the individual and
the group (or species) in response to changing conditions.

1.3.3 The imperialism of neoclassical (or marginalist) economics

Section 1.3.2 described how the Equimarginal Principle purports to have the
answer to all sorts of decisions economic and non-economic alike. It is easy to
see why economists were overwhelmed by this approach. Not only did it
promise to explain everything (i.e. all types of behaviour) but it did so in a
fashion compatible with the scientific principles of Newtonian physics. At long
last, a chance to be recognised as ‘scientists’ rather than as story-tellers. Once



economics came under the spell of this approach (some time towards the end of
the nineteenth century), it developed two tendencies. The first was to kill off the
approach developed by the classical economists (e.g. Smith, Ricardo and Marx).
The second was to start spreading into the other social sciences.

The first tendency (its disdain of classical economics) was responsible for a
dramatic change of focus. Whereas the classics, starting with Adam Smith, were
concerned with the big issues like capital accumulation, income distribution
among the various social classes (i.e. capitalists, landowners, workers), the
dynamics of capitalism (e.g. the succession of recessions and upturns),
neoclassical economics changed all this. The reason is evident: with an exclusive
focus on individuals, social classes ceased to exist in the eye of the theorist.
People were simply distinguished along the lines of how much utility they ended
up with and, thus, the concept of a capitalist or a worker was lost: everyone
became an entrepreneur, a seller, a consumer. Each maximised utility the best
they could. The only difference concerned what they sold (i.e. commodities or
labour); a difference which is not significant enough to justify preserving social
class as an analytical category.

Similarly, capital (whose accumulation was so central to the classical
economists theories) also vanished from view. Whereas capital to the classics
meant machines capable of physical production, in neoclassical theory the only
thing that mattered was the production of utility. As long as utility was
produced, it did not matter how it was produced: by a commodity manufactured
in a factory brimming with technology or by a comedian who makes people
laugh. In other words, the special place that machines had in Adam Smith’s (but
also Ricardo’s and Marx’s) theory is nowhere to be seen in neoclassical
eCconomics.

To summarise the first tendency of neoclassical (or marginalist) economics,
its effect was to blur the concepts used by classical economists; to change the
focus away from the big issues such as capital accumulation, income
distribution, cycles and recessions etc. and redirect it to preference-driven
individual behaviour. The result of this tendency was to turn economics from a
grand, albeit speculative, narrative on the march of capitalism, to a
professionalised attempt at creating a universal behavioural science (or social
physics). Whereas the classical economists talked of growth and recession,
income inequality and the economic role of the social classes, the neoclassical
economist seemed happier to spend hours scrutinising smallscale phenomena
(e.g. the fluctuations in the price of tea) and was, in general, content to trust that
the market would take care of the big issues (e.g. growth and unemployment).




Economic expansionism

Gary Becker (b. 1930), a Nobel Prize winner in economics, wrote in his
1976 book The Economic Approach to Human Behavior: ‘I have come to
the position that the economic approach is a comprehensive one that is
applicable to all human behavior, be it behavior involving prices or
imputed shadow prices.” He reports that he ‘applied the economic approach
to fertility, education, the uses of time, crime, marriage, social interaction’.
His critics acknowledge that such an application is straightforward. What
they do doubt is whether it is interesting, let alone desirable.

Turning to its second tendency, neoclassical economics expanded its territory
into the rest of the social sciences. It was inevitable. Since the Equimarginal
Principle is meant as a general theory of rational behaviour, it was only a matter
of time before some economist would claim that this economic approach has the
key to all sorts of problems: from why political parties change their policy
positions (they keep changing it as long as their marginal gains measured in
votes equal their marginal losses) to why people marry (because the cost of
considering another potential partner exceeds the expected benefits from doing
s0), it now seems that there is a single, simple principle which answers all
questions concerning human behaviour. What a grand (or should I say
grandiose?) claim!

Finally, history itself was not immune to the attentions of economists
equipped with the Equimarginal Principle. For if the latter was the kernel of all
social truth, then why not use it to rethink history (e.g. reassess the historical
ground covered earlier in Section 1.2.1). Indeed some influential economic
historians rewrote the history of slavery, of feudalism and of the transition to
capitalism utilising the method of neoclassical economics. For them, my claim at
the outset of this chapter (namely that economics was useless prior to the
emergence of market societies) must be false. Their point would be that if
neoclassical economics can explain how past (pre-market) societies functioned
and even changed (by utilising the Equimarginal Principle) then it must have
been quite useful (if not utterly desirable and, therefore, imaginably possible)
back then. Are they right? Decide for yourself. Make sure however that you note
one pivotal aspect of this argument: it presupposes that people behave according
to exactly the same principles whether they live in a market society like today’s
or in a society which gives them no access to markets whatsoever (e.g. the slaves



of ancient Egypt) or in largely non-market societies which do feature some
marginal, epidermic market transactions. In a sense it assumes that there is no
profound difference between societies with markets and market societies, thus
making it possible to apply the same analysis to all types of societies at all times.
This assumption, regardless of whether right or wrong, is quite revealing of what
can be, not unfairly, termed the imperialism of neoclassical economics.

1.3.4 Economics and textbooks

The standard economics textbook is decidedly neoclassical (or marginalist). It
explains the behaviour of consumers and firms, governments and trade unions,
central banks and lazy bums by applying the same Equimarginal Principle. This
does not mean that all economists agree with the neoclassical turn. Indeed a
large number do not. Some of the dissenters rely on the method of the classical
economists, others espouse different perspectives (e.g. the so-called
institutionalists who place a great deal of emphasis on the evolution of
institutions in society). Since the emergence of neoclassical theory, its popularity
has fluctuated depending on the two masters of economics: history and ideology.
Given its natural tendency to look at the small picture while implicitly trusting
the market to sort out the larger picture (or the macro-economy as it is called),
neoclassical economics gains brownie points in periods of low unemployment
and relative stability. But in periods when the market clearly fails to deliver the
goods at a large scale (e.g. the late 1920s, 1930s and, increasingly, in the 1990s
—at least in Europe, Canada and Australia), it becomes more vulnerable to
alternative approaches. It was precisely during one of these periods (the 1930s)
that economists like John Maynard Keynes removed economics from the
neoclassical terrain and reinstated concepts and techniques dating back to
classical economics; e.g. an interest in what happens when the economy is out of
balance, a conviction that economies can remain imbalanced for long periods of
time, the concept of an aggregate (or economy-wide) demand for commodities,
involuntary unemployment, the emphasis on capital accumulation and the
distribution of income in society.

In short, the fate of the neoclassical approach varies both with historical
transformations and with the current ideological climate: the better disposed the
world is towards free-market ideology the more revered the neoclassical
approach. Nevertheless the profession as a whole, for better or for worse, has
accepted that the first two years of undergraduate courses must be primarily
neoclassical in content. The only difference between universities is the degree of
enthusiasm or reluctance with which this is accepted. So, here you are: at the
beginning of a perilous journey through the maze of economic models in your



textbook. What can this little book do for you?

Two things, I hope. First, it reviews and highlights the central (neoclassical)
economic concepts in economics textbooks. Without going over everything in
detail, it focuses on those ideas which, if you understand well, will help you sail
through the rest. Second, it returns some control back to the student of
introductory economics. The point here is that your textbook looks very
impressive and authoritative. Its glossy pages triumphantly announce the
scientific answers to all sorts of economic problems. Indeed you will be excused
if you feel overawed by this display of intellectual power. Economics will seem
much bigger than you! However, on every glossy page, behind each pristine
diagram, lies some fragile, and often dark, idea which is kept well hidden from
the beginner’s eye. Some of my colleagues think that you are not sophisticated
enough to handle its fragility or darkness. I think they are wrong. For if you are
allowed to discover the dark and problematic stuff which lie behind the colourful
curves, you will perhaps experience a sense of victory over the beast; feel like a
kind of David who has the measure of this Goliath.

Why should people study economics?

One popular answer is that it helps graduates get a job. Another is that it
promises to help understand how society works. However, the best reason
for studying economics which I can think of was given by Joan Robinson
(Professor of Economics at Cambridge University in the 1960s and 1970s),
“The purpose of studying economics is to learn how not to be deceived by
economists’ (Basel Lecture, 1969).

This, I trust, will help you regain the control mentioned above. Who knows?
You may even become fascinated with the subtext of economics. I suggest there
is no better way of doing well in a subject than by becoming fascinated with it.

Summarising the main objective of the following chapters, economic ideas are
playthings of history and ideology. Economic textbooks try to protect you from
all this by filtering out all the ideology and by concentrating on the techniques.
The price of this is that only a single version of the truth comes through. You are
then asked to learn it. This book aims at putting you back in the driving seat
from where you will choose which is the truth about the various economic
concepts. To help you separate knowledge from ignorance for yourself, there is
an urgent need to keep into perspective the ideology and history underpinning
every economic theory. Part 1 begins with the economic theory of rational
choices which lies at the heart of the economists’ theory of behaviour. Like all



the three parts that follow, its first chapter dispassionately reviews the material
that you will find in any decent neoclassical textbook, its second chapter
explains where the textbook’s ideas came from (something that textbooks avoid
doing) and the third chapter subjects these ideas to passionate criticism.



Part one

Consumption choices



Chapter 2

Review: textbooks on consumer and choice
theory

2.1 The model of rational decisions

2.1.1 Instrumental rationality and the concept of equilibrium

Crazy people are a problem for the economist because their choices are mostly
unpredictable. The same applies to unintelligent as well as to forgetful people.
They often make choices which they regret and, therefore, choices they would
happily reverse later given the chance. Thus they could act differently under
precisely the same circumstances; a nightmare for someone (an economist?) who
tries to devise a theory of choice.

It is therefore understandable why economists concentrate on what they call
rational behaviour. Unlike psychologists who relish irrationality, inconsistency,
phobias and other such manifestations of the complexity of the human condition,
economists are eager to develop a model of rational women and men who act in
their own best interest consistently. Not only does this dispense with the
impossible task of building a rational theory of silly or mad choices (an obvious
contradiction!) but also it precludes paternalistic conclusions (e.g. the theorist
telling the individual: “You wanted X when you should have wanted Y”).

Of course economists recognise that people can and often do make mistakes
which they regret later. Yet they would claim that, as a working assumption, it
makes good sense to assume that people are the best judges of what is good for
them and that, as a large group of people, society is best modelled in terms of a
collection of individuals who act rationally (that is, their mistakes cancel out in
the long run).

Economics and the logic of shopkeeping

People who live and work outside a market understand the meaning of
the word ‘reasonable’ differently to those whose survival depends on
succeeding in some market. The latter identify ‘reasonable’ or ‘rational’




with ‘profitable’ or ‘effective’. The former (e.g. volunteers helping in a
famine situation in Africa, school teachers, jobless single mothers, etc.)
would probably come up with other synonyms to ‘reasonable’ or ‘rational’;
for example, with ‘responsible’, ‘appropriate’, ‘intelligent’, ‘sympathetic’,
etc. Ever since most people (peasants, workers and bosses) were forced to
enter some market (recall Chapter 1), the logic of the market has dominated
all other types of logic. Economics, itself a product of the emergence of
market society, assumes all people in all places and at all times to be
‘reasonable’ in the manner of Adam Smith’s brewer, baker and butcher.
The logic of Homo economicus is the logic of the shopkeeper.

Instrumental rationality defined
A person is instrumentally rational if she applies her resources efficiently
in order to satisfy her preferences.

This assumption translates into a very simple notion of rationality: to be
rational is to know how to use one’s means in order to achieve one’s ends. In
other words, your rationality is an instrument which you apply in order to get
what you want. And you are as rational as you are skilful in getting what you
want by using whatever means at your disposal. In this sense the rational
consumer is the one who gets the most satisfaction out of a given budget. On the
other hand, you are deemed as less than rational if you have wasted opportunities
to extract as much satisfaction as possible given your budget and the prices you
have to pay. For example, if at the supermarket you can get more satisfaction at
the end of the day not by spending more money but rather only by a mere rethink
of what you put in the shopping trolley, then you are judged to be rational if you
end up choosing the best possible combination of goodies.

Of course there is a catch. Even though it is true that simple solutions have a
natural elegance about them, the economist’s commitment to a simple theory in
which the consumer always knows best (what is good for her) comes with a
price: if for instance I start bashing my head against the wall maniacally, while
simultaneously maintaining that this is what is good for me, you have no
grounds for disputing this. Since rationality is defined here to be a mere
instrument for satisfying the preferences, it cannot be used in order to assess
them.

Nevertheless instrumental rationality is a founding assumption of mainstream
(i.e. neoclassical) economics. Its central merit is that, in the hands of skilful



economists, it can become the core of a complete theory of equilibrium in
society. What is an equilibrium? A natural state of rest towards which a ‘body’
or ‘system’ tends. For instance, a rock tumbling down a hill is tending towards
an equilibrium state. It will get to that equilibrium when it reaches a plain and
comes to a standstill. This metaphor has always excited economists from Adam
Smith onwards: the idea of an economic situation (or state) from which society
does not have an incentive to move until disturbed. Just like the physicist who
can describe fully the movement of the falling rock by reference to its tending
toward a position of rest (that is, an equilibrium), economists became excited by
the idea of describing changing prices, production, etc. in terms of a theory of
how society is tending towards some economic equilibrium.

To see how instrumental rationality can help them forge that idea of an
economic equilibrium, consider the following game that you may play with a
group of friends: ask them to guess one number between 1 and 100. The one
who is closest to one-half of the largest number chosen by anyone in the group
wins a prize. So, if your six friends have chosen 50, 80, 40, 60, 30 and 100
respectively, then the one who chose 50 wins since the maximum is 100 and half
of it is 50. Which number would you choose if you were asked to play this game
and the prize were substantial, say $1000? The answer is that it depends on what
you think the largest number chosen in the group will be. But then again, that
(largest) number is also chosen by someone who is trying to guess the largest
number exactly as you are. This is where instrumental rationality comes in and
helps economists create an equilibrium theory of what will happen.

Clearly, everyone in your group will want to win the $ 1000 prize—this
objective is given. If they are all instrumentally rational, each will try to imagine
what the largest choice of someone else will be and will then select half that
number (thus if you think the largest choice will be 80, you will choose 40). But
if everyone is thinking like this (and is aware that this is how everyone else
thinks), each will be constantly revising down their estimates of the largest
number. Thus, eventually, people will select zero. This is the equilibrium of this
game: each player selects zero which is equivalent to the rock coming to a stop
when it reaches the plains and runs out of momentum.

Of course for this equilibrium to be reached not only must each player be
instrumentally rational but also everyone must know that everyone else is
thinking in the same way. You could be, for instance, fully instrumentally
rational but not trust that everyone else is. Indeed you may think that some fool
in your group will, without thinking of the rules of the game, select 100 simply
because it is a round, big number. Then your best selection is 50, not zero. This
is why economists have a more difficult job than physicists; unlike falling rocks



and magnetic fields which have no thoughts to influence their behaviour,
people’s actions are determined totally by mental processes.

However, economists hope that experience irons these problems out and the
theoretical equilibrium triumphs in the end. For example if our game is repeated,
the person who chose 100 will immediately realise that it was a mistake to
choose such a high number since no selection above 50 makes sense (recall that
the prize is won by the person who selected a number half the magnitude of the
largest; and since the largest possible number is 100, why choose a number
above 507?). Thus the next time she plays this game, she will choose 50 at most.
But then if 50 is the largest number chosen, she will again not win because the
prize will go to the one who chose 25 (half the maximum) or some number close
to 25. So, the third time someone plays this game, she will choose at most 25.
And so on until, after a few rounds, all choices will tend to zero: the equilibrium
choice to which instrumentally rational people will tend (even if they actually
never reach it exactly).

This simple example illustrates the manner in which economists use the
assumption that people are efficient (or learn to become efficient) in pursuing
their objectives (that is, they are, or become, instrumentally rational) in order to
create a theory of how groups of people behave and how that aggregate
behaviour of groups can be understood in terms of some equilibrium towards
which they are tending. In our little game your friends, motivated by the desire
to win the prize, and assisted by their capacity to reason, will select increasingly
smaller numbers. It is as if they are drawn to the equilibrium choice (zero).
Similarly in markets: sellers and buyers alter their behaviour (e.g. produce more,
buy less, etc.) in pursuit of greater utility or, equivalently, profit, and in so doing
the prices and quantities of goods tend towards a market equilibrium. When the
market arrives at that equilibrium, just like the tumbling rock at its position of
rest, prices and quantities will stop changing and the market will stabilise.

In conclusion, economists believe that, unlike the natural world in which it is
gravity and other laws of nature that cause equilibrium, in society it is the
individuals’ rationality that does the same trick. Neoclassical economists define
rationality instrumentally (i.e. your rationality as an instrument for satisfying
given objectives) and model the human decision maker as a creature who
maximises utility.

2.1.2 Utility and the Equimarginal Principle

Granted that rational people strive to satisfy their preferences the best way
they can, how can we develop a precise theory of their behaviour? The answer
was foreshadowed in Section 1.3.2: if you act in order to satisfy your



preferences, each time you succeed in doing so, it is as if your well-being
improves. Alternatively we could say that you got more satisfaction or,
equivalently, that you derived more ‘utility’.

Now, what is this ‘utility’? One way of conceptualising it is to think that
different experiences (e.g. consumption of commodities, enjoyment of a service,
a piece of music, or even a toothache) give us different degrees of satisfaction, or
utility. If utility is something we experience more of when our preferences are
satisfied (and less of when they are thwarted), then suddenly we have a
mathematical representation of instrumental rationality: to be instrumentally
rational is to maximise one’s utility.

However, economists these days are not too keen on this idea of utility as
some inner psychological glow which we wish to get more of. They think that it
trivialises their model of human nature and opens them up to many unnecessary
criticisms (e.g. the criticism that they assume individuals as hedonic creatures
incapable of appreciating the higher things in life). So instead of conceptualising
utility as micro-joules of inner radiance, they ask us to think of it in terms of a
catalogue of experiences or things we want, listed in order of preference with the
most desirable outcome at the top and the most loathed one at the bottom. In this
context, humans are assumed to want to move as high up towards the top of the
list as they can. The higher they are on that list, the larger their utility (or
satisfaction) index (notice that according to this interpretation nothing is said
about warm feelings in the person’s soul). Instrumental rationality then means
that each will try to climb as high up, to achieve the greatest utility index; it
becomes synonymous with utility maximisation.

Nevertheless and regardless of whether we think of utility as inner radiance or
as an index of preference satisfaction, the calculus of choice remains the same:
as explained briefly in Section 1.3.2, the concept of utility leads to a single
unshakeable conclusion: those who always prefer more to less utility shall stop
acting when the rate of change in utility equals the rate of change in disutility
(i.e. the rate of utility losses). To demonstrate this, consider the following
example.

Imagine you have to choose between different quantities of some
‘experience’. The more you choose the more the utility that you derive.
Unfortunately, each unit of this ‘experience’ comes at a cost. Assume that the
data in Table 2.1a describe your situation accurately. How much is enough?

To motivate the question better, suppose that the ‘experience’ in question is
jogging. Then the problem reduces to how many kilometres between 1 and 7 you
want to run. The ‘price’ in this example is, not surprisingly, fatigue or pure
muscular pain. You enjoy running in the park (witness the increasing utility from



running) but the more you run the greater the accumulation of fatigue. Provided
of course that the units of disutility (i.e. fatigue) are the same as the units of
utility (i.e. pleasure), it is natural to presume that you will choose a distance that
will maximise your overall pleasure (that is, pleasure minus pain).

Table 2.1a Utility and disutility
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Figure 2.1a Utility and disutility

Before moving on, it is helpful to ponder the shape of the utility function in
Figure 2.1a: why does utility start falling after a while? The only explanation in
this context is that after the fifth kilometre you are starting to get bored. In other
words, even if you were experiencing no fatigue at all, you would still stop after
the first five kilometres. In general, economists seem to believe that the utility
from an ‘experience’ rises more slowly the more of it we have already had (e.g.
the first glass of water when you are thirsty is always more enjoyable than the
second even if you are thirsty enough to want a second glass.) Eventually we do
not want more of that experience (e.g. we had enough of water) and then we
stop. To demonstrate this thought better, it helps to derive from Table 2.1a
another table (Table 2.1b) depicting the changes in utility and disutility. We call
the change in utility marginal utility; that is, utility at the margin.

Table 2.1b The calculus of pleasure
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Figure 2.1b The calculus of pleasure

In general, economists refer to the change in X as the marginal X— whatever
X may be (i.e. utility, cost, revenue, etc.) Thus the change in utility due to the
last unit of our ‘experience’ is called marginal utility. For example, the second
kilometre you ran would increase your utility by 8 units from 10 to 18. However
the sixth kilometre would reduce your utility (through boredom) by 1 unit and
the seventh by an extra 3; we say that the marginal utility from the second, sixth
and seventh kilometres is 8, —1 and —3 respectively.

Immediately we see that people who prefer more rather than less utility will
certainly stop doing something (e.g. running, eating, resting, working) when the
marginal utility becomes zero or, worse, when it becomes negative. Of course
they may stop earlier if utility comes at a price. In the case of our jogging
example, this ‘price’ is fatigue: every kilometre you run adds two units of
tiredness to your overall level of fatigue. Which is the same as saying that your
marginal disutility is 2 units regardless of how much you have run already.
(Perhaps it would have been more realistic if the marginal disutility was also
variable: e.g. the more you have run already, the greater the pain from that extra
kilometre.)

Assuming that you want to maximise net utility (that is, utility minus fatigue),
when do you stop? Do you stop after 1 km? Looking at Table 2.1b, we see that
the second kilometre would contribute more to your utility (an extra 10 units)
than to your fatigue/disutility (an extra 2 units). Thus you should run for at least
2 km. Should you run the third kilometre? Even though the extra utility you get
from the third kilometre (8 units) is less than the utility from the second (which



was 10), it is still more than the extra fatigue (2 units). Again you should go
ahead. When should you stop? Clearly, when there is a danger that the extra
kilometre will add more to your fatigue than to your utility. This will happen
during the fifth kilometre which, clearly, you should not embark on.

The Equimarginal Principle

Stop acting when the marginal utility (i.e. the contribution to utility from
the last unit of activity) comes as close to (without being less than) the
marginal disutility (i.e. the losses of utility following that last unit of
activity).

In the language of marginal utilities, you should stop when marginal utility
from the next kilometre that you will run threatens to be lower than the
equivalent marginal disutility. Or, put simply, stop at about the quantity which
equalises marginal utility to marginal disutility: the Equimarginal Principle. (In
our example, this principle advises you to stop jogging after 4 km.)

From Instrumental Rationality to the Equimarginal Principle

According to instrumental rationality, the rational person chooses the
quantity which best satisfies her preferences all things considered (e.g. cost,
fatigue, etc). If preferences are translated into utility, to be instrumentally
rational is to maximise utility subject to various constraints (e.g. fatigue,
cost, etc.). And since utility is maximised when the Equimarginal Principle
is satisfied, the instrumentally rational person must always respect this
principle.

Notice how the Equimarginal Principle is no more than a truth of geometry:
net utility is indeed maximised when marginal utility and marginal disutility are
as close as possible. In Table 2.1b net utility reaches its maximum (17 units) at a
distance of 4 kilometres at which marginal utility (3 units) is nearest to marginal
disutility (2 units).

Of course this is not just a model of how to choose your optimal jogging
distance. It applies generally to any situation in which you have to choose
between different quantities of a single ‘experience’. For instance, imagine that
in order to quell your hunger you are picking berries while walking in the fields.
At first you are really hungry and thus the first couple of berries prove highly
satisfactory (Table 2.1a could apply here just as well). However, the more



berries you pick the less ‘utility’ you get from the next one. Assuming that there
is some fatigue involved in picking berries (let us say that it is fixed— as
marginal disutility is in Table 2.1b), at some point you will come across a berry
that will not be worth picking (in the context of Table 2.1a this will be the fifth
berry).

Silly as it may sound, this is an economic proto-theory: a joint theory of
production (picking berries) and consumption (eating them). Moving from this
simplistic level to a more complex theory which involves money and other
people is, for neoclassical economists, straightforward. To see how this
transition to the market is accomplished, imagine for a moment that you are
desperately thirsty and you are choosing how many glasses of orange juice you
want to buy. Then the utility column could signify the amount of money you
would be prepared to pay for the different quantities of juice. The fact that
marginal utility is high for a single glass means that at the outset you are so
thirsty that you would be prepared to pay up to $10 for the first glass (consult the
marginal utility column of Table 2.1b).

However, once you have drunk the first glass, the second glass is worth less to
you (i.e. $8 as you are less thirsty than before) and the third glass is worth even
less ($4). Indeed after the fifth glass you are fed up with orange juice— you
would not want to touch it even if it were free! (Actually the fact that marginal
utility is negative means that you would need to be paid before you agreed to
drink an extra glass.)

So, we see that if orange juice were free you would drink five glasses and then
stop. But what if it cost $2 per glass? Then you would consume only four
glasses. The reason is simple: how much money would you be prepared to pay
for the fifth glass? Answer from Table 2.1b:50 cents. Well, would it not be silly
to then pay the $2 price? By contrast the fourth glass was a bargain (so to speak):
you were willing to pay up to $3 for it when it sells for $2. Of course your best
choice (of four glasses) does not exactly equalise marginal benefits and marginal
losses (or marginal utility and marginal disutility). The reason is that you are not
allowed to buy fractions of glasses. If you were allowed to pay by the gulp, then
you would keep drinking until the last gulp made you as happy as it detracted
from your happiness (due to its cost). Similarly in the jogging example, if you
could choose to stop your run anywhere you wanted, you would choose to run
more than 4 km but less than 5 km. Then the marginal utility would be exactly
equal to marginal disutility.
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Figure 2.2 The geometry of the Equimarginal Principle

Figure 2.2 offers a diagrammatic illustration of the Equimarginal Principle in
cases where you are allowed to choose fractions of units (i.e. you are not
constrained to choose discrete quantities). Additionally it offers a general
example by dropping the assumption of constant marginal disutility (notice how
disutility rises faster the greater the quantity already experienced). Marginal
utility (or disutility) being the rate of change in utility (or disutility) at different
quantities, it can be defined geometrically as the slope of the utility (or disutility)
curve. The second diagram traces the levels of marginal utility and disutility for
different quantities.

It is easy to see that for quantities less than q , it makes sense to choose a
greater quantity as utility rises faster than disutility (that is, marginal utility
exceeds marginal disutility or, equivalently, the slope of the utility curve exceeds
the slope of the disutility curve). Similarly, any quantity above q' represents a
bad decision: notice that at @ > q' utility increases more slowly than disutility and
thus the last unit chosen must have added more to pain than to pleasure (i.e. it
would not have been chosen by a rational person).

Lastly, observe the best choice which, quite naturally, corresponds to the
Equimarginal Principle: it is none other than quantity q' at which the distance



between the two curves (utility and disutility) is maximum—that is, net utility is
maximum. Notice also that at that point the slope of the two curves is the same.
This is no accident: the vertical distance between two curves is greatest when
their slope is equalised. Alternatively expressed, this means that at " marginal
utility (the slope, or rate of change, of utility) equals marginal disutility (the
slope, or rate of change, of disutility). This is no more than a diagrammatic
restatement of the Equimarginal Principle demonstrating once more that net
utility is maximised when marginal benefits equal marginal losses.

Question: Why do economics like to assume diminishing marginal
utility?

Answer: The reason is that otherwise instrumentally rational people
may start looking rather foolish!

Example: Suppose that the quantity in question is not glasses of orange
juice but shots of whisky. Then it is possible to envision increasing
marginal utility; that is, the more shots you already had, the happier the
next shot will make you. In this case (as in all cases of increasing marginal
utility), check for yourself that the Equimarginal Principle recommends that
you never stop drinking! In the end, either you run out of money or you
will collapse—hardly an intelligent choice.

2.1.3 Consistent preferences as rationality

The Equimarginal Principle can be extended to the case where a person has to
choose among many different experiences (e.g. commodities at a supermarket,
types of music, running as opposed to playing tennis). Choosing one
combination rather than another can be modelled in much the same way as
above. Again the assumption is that an instrumentally rational person will
always choose the combination of experiences which satisfies her preferences
best (i.e. that maximises her net utility).

However, this time things are a bit more complex. Whereas in the case of a
single experience (or commodity) it was easy to compare one option with
another (e.g. it was not too demanding to ask whether you prefer one or two
glasses of juice), with more than one experience things become trickier.
Consider the case of someone who tells you that, in general, she prefers Mozart
to Beethoven. Later on she lets it be known that if she had a choice between
Beethoven’s Fifth Symphony and a track by the grunge band Nirvana, she would
much rather listen to Beethoven. Yet she confesses that when she looks at her



Mozart collection and then glances at her Nirvana album, she ends up in a
strange mood and plays the Nirvana CD. The question then is: assuming that you
want to respect her preferences, what type of CD should you give her on her
birthday?

The problem with your friend’s preferences is that they are inconsistent: she
prefers Mozart to Beethoven, Beethoven to Nirvana and Nirvana to Mozart. Do
you buy Mozart (since she prefers him to Beethoven)? No, better buy her a
Nirvana record. But does she not prefer Beethoven to Nirvana? Yet if you settle
on Beethoven, why not buy her some Mozart? It turns out that if you try hard to
satisfy the preferences (or maximise the utility) of a person with preferences of
this sort, you will end up like a cat chasing its own tail. From a theoretical point
of view this means that such preferences cannot produce any clearcut predictions
about action (as in our example where it is impossible to know which particular
record this person will buy given the opportunity to buy only one).
Understandably therefore economists assume that rational people have consistent
preferences: that when they prefer A to B and B to C that they will always also
prefer A to C (we call these preferences transitive; notice that transitivity
precludes the cyclical preferences of our example above).

The above paragraph helps to augment and clarify the definition of
instrumental rationality. Accordingly a rational person satisfies her preferences
efficiently; but in order for us to be able to know how she will act, her
preferences must be consistent: if she prefers A to B she must always prefer A to
B. And, as mentioned above, if she also prefers B to C, she cannot at the same
time prefer C to A. Finally, if her preferences are to guide her choice in all cases,
she must always have one: That is, given two alternative options A and B she
must know whether she prefers A to B, B to A or whether she is indifferent
between the two—put bluntly, she is not allowed to say: ‘I am not sure what I
want.” (Notice that the latter is not the same as saying: ‘I am indifferent between
the two.”)

Now, it is obvious why economists make such demands of people’s
preferences: the simple reason is that otherwise their model of choice does not
work! Thus it is advisable to lighten up about these requirements. If there are
times when you are at a loss deciding whether you want to go to the theatre as
opposed to going out to a restaurant, it does not mean that there is something
wrong with you. Similarly, if your musical preferences turn out to be intransitive
(i.e. cyclical as in the earlier example with Mozart, Beethoven and Nirvana),
again this may be what makes you an interesting person. The only problem is
that such interesting inconsistencies make the job of the economist who is trying
to predict what you will do very difficult. But then again this is the economist’s



problem—not yours.

Nevertheless, there are many cases in which consistency matters. The box
gives one example where a rational choice on which matters of life and death
depend must be consistent. Economists make the assumption that all rational
choices must be consistent. Even though, as we have seen, they make this
assumption only because it suits their purposes, it is an appealing assumption at
least for the purposes of building a theory of rational choices. They would argue
that if a degree of inconsistency makes a person more interesting, that is fine but
not relevant to what they are attempting: they are trying to put together a model
of how rational people act (not of what makes a person interesting). Let us

follow them down this path.

Instrumental rationality and consistency

Instrumental rationality demands that our choices are consistent with our
preferences. Thus the same preferences must produce the same actions
given the same information. In a study published in 1982 in the New
England Journal of Medicine 247 people were asked the following
hypothetical question: ‘Which lung cancer treatment would you prefer,
surgery or radiation, given the following data?’

e Surgery: Of 100 people having surgery, 90 live through the
postoperative period, 68 are alive at the end of the first year and 34 are
alive at the end of five years.

e Radiation therapy: Of 100 people having radiation therapy, all live
through the treatment, 77 are alive at the end of one year and 22 are
alive at the end of five years.

Of the 247 respondents only 18 per cent preferred radiation therapy.
Then the researchers asked 336 people the same question only this time the
data were presented as follows.

e Surgery: Of 100 people having surgery, 10 die during the
postoperative period, 32 die by the end of the first year and 66 die by
the end of five years.

e Radiation therapy: Of 100 people having radiation therapy, none dies
during treatment, 23 die by the end of one year and 78 die by the end
of five years.

This time 44 per cent chose radiation therapy. Since the data are
identical, it seems that the way the data are framed (i.e. in terms of the




survival or the death rate) makes a significant difference. Instrumental
rationality insists (reasonably) that these differences are irrational and that a
rational person should see through mere presentational differences.
Preferences should be consistent regardless of presentation.

How do we extend the Equimarginal Principle (that is, the principle which
guides instrumentally rational people) to decisions involving more than one
‘experience’ (or commodity)? First we must capture the person’s preferences in
a manner similar to the single-‘experience’ case of Figures 2.1 and 2.2. Figure
2.3 does this in the case of two ‘experiences’: X and Y Each point in Figure 2.3
corresponds to some combination of quantities of X and Y at your disposal. Let
us begin with combination A which gives you 1 unit of X and 6 of Y.
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Figure 2.3 Trade-offs

Suppose now that you are about to lose 1 unit of Y—I am about to take it
away from you (this would take you in the direction of the downward arrow).
How would you respond if I were to tell you: ‘OK, I know I upset you by
reducing your Y from 6 to 5. I am willing to make amends. How much more of
X would you want in order to be compensated for that loss of the 1 unit of Y?’
You think about it and you reply: ‘Give me an extra unit of X and we will call it



quits.’

From this I surmise that you are indifferent between combinations A and B.
Indeed if you feel compensated (yet not better off) after exchanging 1 unit of Y
for 1 unit of X, then A and B must give you the same amount of utility. Now
take my word that starting with combinations A, E and C I have drawn the
arrows leaving these points such that the downward arrow always represents a
loss of 1 unit of Y whereas the rightward arrow represents the amount of extra X
necessary in order to compensate you in each of these three cases.

Hence if you are at A, as we have seen already, the loss of 1 unit of Y requires
1 extra unit of X if you are to be compensated. But when you begin with
combination C, you grieve the loss of that 1 unit of Y more and thus you need 2
extra units of X to feel as happy as you did at C. (One plausible reason for this is
that at C you started with less of Y than at A and therefore you missed that 1 unit
more. See if you can link this to the notion of diminishing marginal utility in
Section 2.2.) Finally, when at combination E, it seems you have quite a lot of Y
to begin with (8 units to be precise) and therefore the loss of 1 unit of Y can be
compensated with less than 1 extra unit of X (diminishing marginal utility
again).

So far we know that you are indifferent between A and B, C and D and E and
F. What we do not know is how you rate combinations A, C and E relative to
each other. If you have told me that X and Y are ‘experiences’ (or, of course,
commodities) which you actually like (and, consequently, which you prefer to
have more of), it is clear that you must prefer E to A since combination E
contains more of both X and Y than combination A. So far so good: we have
established that you prefer either E or F to either A or B (since you are
indifferent between A and B as well as between E and F).

Finally, suppose that you tell me the following: ‘Come to think of it, I really
do not care whether I have 2 units of X and 7 of Y or 6 units of X and 1 of Y
These two combinations would make me equally happy.” Well, now you are
telling me a great deal. For it means that you are indifferent between
combinations A and D. But I already know that you are indifferent between A
and B as well as C and D. Clearly, if your preferences are consistent, you ought
not to care as to whether you have access to combinations A, B, C or D! It is as
if they are members of a set of combinations each capable of making you equally
happy; that is, of giving you the same amount of utility. In Figure 2.4 this set is
captured by the downward sloping line to which points A, B, C and D belong:
we call this an indifference curve and it is defined as the collection of all
combinations that generate exactly the same amount of preference-satisfaction or
utility.



To summarise, combinations on a single indifference curve are equally
desirable (e.g. you have already admitted that A, B, C and D appeal equally to
you. And so do E and F). On the other hand, any combination lying above and to
the right of an indifference curve must be more valuable to the person than any
of the combinations of the indifference curve in question. So, for example, you
must prefer E to A, B, C or D since E lies above and to the right of the
indifference curve joining points A, B, C, and D. Let us now see how Figure 2.4
can help us extend the Equimarginal Principle to the case of more than two
experiences/commodities.

2.1.4 Extending the Equimarginal Principle

Suppose you are at combination A. We have established that you would not
mind exchanging 1 unit of Y for 1 of X. Suppose that Y is twice as dear as X;
that is, the cost per unit (or price) of X relative to that of Y is 0.5. To be more
precise, let me define the relative price of X and Y as the ratio between the price
of X, py, and the price of Y, p,. Thus the relative price=p,/p,. The question then

becomes: Is it instrumentally rational for you to purchase combination A? The
answer is negative. The reason, as we shall see below, is that if you spend your
money on combination A, then you are not satisfying your preferences as well as
you could have.

Cuantity of Y

Figure 2.4 Indifference curves



Consider this: suppose that after having bought 1 unit of X and 6 units of Y,
you were to swap the sixth unit of Y for one unit of X. Would you mind doing
so? Of course not, since effectively you would be going from point A to point B
in Figure 2.4—that is, you would get the same amount of satisfaction as before
the swap (recall that A and B are on the same indifference curve). However, this
swap would save you money since the unit of X you just acquired costs half the
price of the unit of Y you gave up. Thus starting from A you can move to B and,
while enjoying the same level of utility, save money. There is only one
conclusion: combination A is not a terribly sensible choice since combination B
is equally satisfying but costs less.

In general, notice that the rate at which substituting one unit of Y for extra
units of X leaves you indifferent is given by the ratio dy/6x which equals the
change in Y divided by the small change in X which brought it about, e.g. at A
this ratio is 1/1; at C it is 1/2; at E it is (1/0.5)=2. We call this the marginal rate
of substitution. When this rate is different from the ratio of prices, this disparity
indicates that you have not made the best possible choice. In the case of point A,
a relative price of 0.5 means that you can do better for yourself by moving to
point B. Similarly, combination E is not a good idea if the relative price p,/p,

equals 0.5: observe that starting at E, you would not mind swapping 1 unit of Y
for half a unit of X (i.e. moving up to E). And since X is cheaper than Y, that
extra 0.5 unit of X can be purchased for less than the one unit of Y you are
giving up thus saving your money for the same utility; clearly you ought to
abandon E. The question then is: When is a combination a sensible choice? And
the answer: When the marginal rate of substitution is as close as possible
(ideally equal) to the relative price (or the ratio of prices).

Opportunity cost and the marginal rate of substitution

Economists measure the cost of doing X not in terms of just how much
money X costs but in terms of what you had to give up (other than money)
in order to do X. Thus the opportunity cost of reading this book includes
two things: (1) having to do without the item that you would have bought
had you not purchased this book; (2) the benefit from doing something
other than reading this book now. So, even of you borrowed this book from
the library at no monetary cost, reading it involved an opportunity cost.
This explains one of the most overrated economic sayings: there is no such
thing as a free lunch.

Notice how the marginal rate of substitution measures the opportunity
cost of small amounts of ‘experience’/commodity Y: it measures how much




you value the loss of a small amount of Y in terms of extra quantities of X,
that is the opportunity cost of that one unit of Y.

To see why this is so, consider combination C when the relative price p,/p, is

0.5. Again Y is twice as dear as X. Yet in this case, you would only be happy to
give up 1 unit of Y if you were compensated by 2 extra units of X (i.e. going
from C to D). However, notice that this would not constitute a saving: indeed
moving from C to D does not make much sense since these combinations cost
the same and are equally satisfying. You might as well stay with C.
Geometrically speaking this is so because the relative price (i.e. the ratio of
prices) is the same as the marginal rate of substitution.

Figures 2.5a, 2.5b and 2.5c illustrate geometrically. Each of the three cases
examines if it makes sense to purchase combination A or not when the relative
price of the two commodities is given by the slope of the straight line going
through points A and D. To see why this line represents the relative price, if we
start at point A it tells us that we can afford to give up AB units of Y (i.e. the
commodity on the vertical axis) for BD extra units of X (the commodity on the
horizontal axis). This is the same as saying that the price of X relative to the
price of Y is AB/BD. The question then is: given that we can, would we want to
give up AB units of Y for BD extra units of X?

Marginal rate of substitution at A = AB/BC



Figure 2.5a Not enough X

In Case 1 (Figure 2.5a) you would not mind exchanging AB units of Y for BC
units of X since points A and C lie on the same indifference curve. But we know
that, were you to purchase AB less of Y, you could afford to get your hands on
BD extra units of X—which gives you CD units of X more than the extra X you
needed as compensation for the loss of the AB units of Y. Thus by making the
move from point A to point D, you will be spending the same money for more
utility than at A. Combination A cannot be such a good idea then.

Let us turn to Case 2 in Figure 2.5b. Would you want to be at combination A?
No, because if you can afford point A you can also afford point D which
corresponds to greater utility. To see this, notice that moving from A to D means
forfeiting BA units of X in exchange for DB units of Y. However, the
indifference curve tells us that the loss of BA units of X can be compensated
fully by an extra CB units of Y. But at D you get, not only these CB extra units
of Y, but also an additional CD units of Y; therefore you are overcompensated
for the loss of BA units of A. In summary, you are better off making the move
from A to D.

Finally, we have Case 3 in Figure 2.5c which illustrates an equilibrium choice;
that is, a situation in which you have no reason to move away from point A. At
last we have found one combination of quantities of X and Y which is OK! What
makes it OK? Geometrically speaking, it is the fact that the indifference curve
through point A does not cut across the relative price line (as it did in Cases 1
and 2) but instead just touches it at point A. In other words, the indifference
curve and the relative price line share a single point, a point of tangency, at A.
This is why A cannot be improved upon without extra expense: Whereas in
Cases 1 and 2 (Figures 2.5a and 2.5b) the indifference curve through A and the
relative price line defined a common area (see the shaded area in Figures 2.5a
and 2.5b) full of points that were cheaper than A (as they fell below the price
line through A) but also better than A (since they lay above the indifference
curve through A), in Case 3 there is no such common area since A is the only
common point between the two lines. This uniqueness of point A is the reason
why it is the best choice.
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Put differently, point A (being the point of tangency between the indifference
curve and the relative price line) is characterised by an equality between the
slope of the indifference curve and that of the relative price line. In economic
terms this means that at point A the marginal rate of substitution equals the ratio
of prices. It is when this equality holds, as it does at point A in Case 3, that the
individual has reached her best choice.

The extension of the Equimarginal Principle is now complete and answers the
question: when is a combination a sensible choice? The answer is: when the
marginal rate of substitution is as close as possible (ideally equal) to the relative
price (or the ratio of prices).

To recap, we have seen how combination A is the ideal choice in Case 3. By
contrast, combination A was not as appealing in Cases 1 and 2. Why? The
answer we discovered was that, in Case 1, at combination A the relevant
indifference curve is steeper than the relative price line. This meant that the ratio
of prices was less than the marginal rate of substitution which meant that more X
and less Y would engender more utility for no extra cost.

Similarly, in Case 2 the indifference curve through A was flatter than the
relative price line (in which case A contains too much X and not enough Y). But
at point A in Case 3 the indifference curve and the relative price line have
exactly the same slope. What is the economic meaning of the slope of the
indifference curve? From Figure 2.2 we know that it is the so-called marginal
rate of substitution. And what is the slope of the relative price line? It is the
relative price (or the ratio of prices) of course! The box on the next page
summarises this extension of the Equimarginal Principle.

2.1.5 From the Equimarginal Principle to the theory of consumer demand

Generating a theory of consumer demand is now a procedural matter. What is
the purpose of the theory of demand? It is to offer a relationship between the
price of a commodity and the quantity of it that a consumer (or many consumers)
will wish to buy. Let M be the total amount of money our consumer has set aside
in order to purchase commodities X and Y. If their prices per unit are p, and p,
then M=p,X + p, Y (i.e. her expenditure on quantity X plus her expenditure on
quantity Y must equal M). Rearranging, it transpires that Y=M/p,—(p,/p,)X.
(Notice how the slope of this line is, as was presumed in Figures 2.5a—c, equal
to the relative price.) This equation forms the straight line AB in Figure 2.6
which contains all the combinations of X and Y that our consumer can afford:

we call this line the consumer’s budget constraint. According to the
Equimarginal Principle developed above, the best choice on this line is point C



—since it is the point of tangency between budget constraint AB and one of the
indifference curves. How much of X does she want to buy given these prices and
available money M? Answer: x units corresponding to point C of her budget
constraint AB.

The Equimarginal Principle extended

When a person chooses between different combinations of quantities of
two experiences/commodities X and Y, the Equimarginal Principle
suggests that she opts for a combination such that the ratio of the marginal
utilities from Y and the marginal utility from X equals the ratio of the price
of Y and the price of X.

Quick proof: according to the Equimarginal Principle, the best choice
happens when the marginal rate of substitution equals the ratio of prices.
However, the marginal rate of substitution at any combination (see Figure
2.4) is no more than the slope of the indifference curve through that point:
dy/ 6x. At the best choice available to this person (e.g. point A in Figure
2.5¢), 8y/ 6x=p,/p,. However, recall that we defined marginal utility from

X and Y as the rate of change in utility, say U, subject to changes in the
quantities of X and Y respectively: 6U/ 8, and U/6,. Dividing one by the

other we get 6U/6,/ 6U/6,=5,/6,. Thus the marginal rate of substitution is

equal to the ratio of the marginal utilities and, hence, the Equimarginal
Principle can be expressed as follows:

When there are more than one experience/commodity to choose
from: choose the combination of quantities that sets the ratio of
marginal utilities equal to the ratio of marginal disutilities (or prices).

Compare this to the situation in Section 2.1.2 in which a person chooses
between different quantities of a single experience/quantity X.

The Equimarginal Principle when there is only one experience/
commodity X: choose the quantity of X that sets the marginal utility
from X equal to the marginal disutility from X (or the price of X).

It is evident that the Principle has not changed significantly when we
moved from one to two experiences/commodities. Indeed it is applicable
regardless of how many different quantities we have to choose.




Luzrdity of

4 |
A
e Quantity of ¥
L X ¥ ®" 2 2
] B . ]
Price ol X : 2
Py
p" E.................... :
_ Demand ciirva for commaodity X

Osanliby of X

Figure 2.6 The birth of a demand curve

Suppose now that the price of X declines from p, to p’, and then to p",. This

will reduce the slope of the constraint such that it rotates from position AB to
AD and then to AE (corresponding to prices p’, and p”, respectively). Then the

best combinations become F and G respectively and the level of demand for X
increases from x to x' and then to x". Hence, we end up with three prices and
three levels of demand for X by our consumer. Putting these combinations
together into one diagram (see the lower part of Figure 2.6) completes our
derivation of the demand curve for X.

In conclusion the derivation of demand curves is the result of a simple
application of the Equimarginal Principle. Once the latter is understood, the
theory of demand follows naturally. Figure 2.6 shows how the demand of one
person is constructed. The next step is to add different people’s demands for X
to get the overall demand curve for X. If you can add horizontally two or more
curves, this aggregation is straightforward.

So, what was all this fuss about? Did we need to go through all this in order to
conclude that demand curves are downward sloping and reflect people’s
preferences (i.e. the location and the slope of indifference curves), the prices of
other commodities (e.g. Y) and how much money the consumer intends to



spend? True, we sort of knew all these things before. However, what we did not
have prior to this analysis is a complete story of how the attempt to satisfy
preferences as best as one’s resources will allow culminates into particular
decisions (e.g. the decision to purchase x units of X). Once this model (or story)
is in place, all manner of extensions (some of which we could not have thought
of without the above theory) become possible. The economist’s justification for
having put us through all this is that, with all these esoteric diagrams behind us,
we can now present to the world a unifying theory of all human behaviour!
(Could this be true? Read on!)

Demand curves: the economist’s illusory friend

The problem with demand curves is that they are figments of the
economists’ imagination. In reality they are nowhere to be found! This is
why: look again at Figure 2.6 in which we derived the demand for X. To do
this we assumed that the only thing that changes is the price of X (this is
why the budget constraint rotated). All other things must remain the same
(ceteris paribus, i.e. other things being equal, as the Latins used to say.)

The reason for this assumption is that unless other things (like the price
of Y, money available and preferences) remain the same, we will not be
able to trace the demand for X the way we did. To illustrate this point, look
at what happens to the demand for commodity Y as the price of X changes:
it also changes even though the price of Y remains fixed. So the only way
we could have traced (the way we did) the demand for X is by assuming
everything, with the exception of the price of X, to remain constant.

Of course in real life, all the ‘other things’ have a bad habit of refusing to
remain constant: prices of other goods change, people’s income fluctuates
and, notoriously, so do their preferences. Thus the only part of the demand
curve of a certain commodity which might be observed is a single point: the
current combination of price and quantity. The rest of the demand curve is
in the economist’s imagination.

2.2 Towards a general theory of choice: the Equimarginal Principle
becomes ambitious

Having manufactured an explanation of when people stop running, of how
many bananas they buy, of why they may decide to skip a theatrical performance
in order to go to the movies instead...and so on, neoclassical economists realised
that a grandiose claim was in their reach: their Equimarginal Principle could be



the basis for explaining every human action. As with all grand theoretical
statements, this one required a leap of the imagination that some were happy to
make while others poured scorn over. On the one hand, such great expectations
of theoretical enlightenment stemming from the Equimarginal Principle helped
economists cultivate an image for economics as the queen of the social sciences.
On the other hand, these very claims also provided potent ammunition to those
who thought of the whole affair as a farce.

Four examples are given below of how economists attempted to take the
Equimarginal Principle beyond the mundane (i.e. beyond a theory of how
consumers select the combination of commodities in their shopping trolley).
Each example is followed by brief notes on the type of criticism that such
extensions of the Principle incite.

2.2.1 Gathering information

In our uncertain world of ever-changing prices, images, commodities,
incomes, and even preferences, a theory which assumes that you know
everything you need to know prior to making a choice seems absurd. Yet in our
explorations of the Equimarginal Principle so far this is precisely what we were
asked to assume: that we know exactly how much utility and disutility (e.g. pain,
cost, fatigue, prices, etc.) to anticipate from each available option. Unless
economists can demonstrate that their Principle survives an attack of uncertainty,
that it can still guide us when we are lashed by waves of ignorance about
important aspects of our choice, they will not have convinced us about their
theory’s generality.

Aware of this task, neoclassical economists tried to respond. And they
responded in a marvellously creative manner: they actually showed that the best
strategy for dealing with uncertainty is to utilise the Equimarginal Principle
itself. What a master-stroke: in an attempt to convince that the Principle is not
rendered useless in the presence of uncertainty, they turned the criticism on its
head claiming that uncertainty is best dealt with by utilising this very Principle!

The argument runs like this: when in the clasps of uncertainty, it becomes
hard to know which is the best choice. The more information you can gather, the
higher the quality of your choice; it is as if uncertainty is like a mist engulfing
you while information helps lift this mist and thus assists you in seeing more
clearly the path ahead. The problem of course is that information costs. Then the
question becomes: how much information should you try to gather before
making a decision?



Why do people marry?

According to a Nobel Prize winner in economics, Gary Becker, they do
because they have found some person whom they think of as an acceptable
partner. In other words, they decide to stop looking because they do not
think that continuing the search is worth their while. The theoretical reason
must be, our eminent economist continues, that they expect the extra utility
from seeking more information (e.g. by going on yet another date) to be no
larger than the disutility from that continuing search (e.g. the extra expense,
probability of being disappointed, etc.).

As the philosopher Martin Hollis has commented on this train of thought,
if this is how people look for partners, good luck to them: they need it quite
badly!

Not surprisingly, the economist’s answer is: use the Equimarginal Principle to
find out how much information is enough (or, equivalently, to decide when to
stop looking). Looking back at the original formulation of the Principle, the
answer must be: stop looking when the marginal utility from looking equals the
marginal disutility (or cost) of search.

For example, imagine you have just moved into a new area and that you are
looking for a house to buy. At first you have very little information on which to
base an informed choice. So, you do the obvious: you visit one estate agent after
another and you inspect one house after another. When do you stop? The
problem is that even if you find a house that you really like, there is always a
chance that the next house you will view will be as nice (if not nicer) and will
cost less. But this is recipe for exhaustion, if not for perpetual indecision. There
comes a time when you must decide to stop. (Remember that a decision to act
must be preceded by a decision to stop thinking about it!) When is it a good idea
to stop?

The Equimarginal Principle suggests that you will stop when the last house
you viewed gave you information whose utility (or value) to you is equal to the
disutility of having inspected that house (i.e. the cost of going to see another
house, the inconvenience, as well as all your valuation of your time). As long as
you expect that the utility from the information the next house you are about to
have a look at will exceed the disutility from that visit, you should see the next
house. Otherwise stop!

Criticism
The problem with this analysis is that it makes a highly controversial



assumption: That even before viewing the next house on your list, you know
exactly how much utility to expect on average from the information you will get
from this visit. But how can you know this before you see the house? When do
you stop gathering information whose purpose is to help you decide when you
should stop searching?

Critics of this extension of the Principle point out that information is not like
other commodities. With other commodities (like coffee and bananas) you have
a fair idea of how satisfactory an extra quantity of them will turn out to be. With
information, however, things are different. Information is more like wisdom and
less like some commodity: you cannot know its value (not even have a good
estimate of it) until you have it—see the box.

Wisdom and information

Myth has it that a Roman centurion named Tarquinius Superbus was
offered by Sibyl of Cumae the Nine Books containing all human wisdom.
Because of the high price demanded, Tarquinius declined. But then Sibyl
had three of them burnt right in front of his eyes and proceeded to offer him
the remaining volumes for the same price. Again he refused. She kept up
her strategy: another three volumes were burnt and the remaining three
were offered for sale at the original price. Tarquinius succumbed and paid
for the remaining volumes what Sibyl had initially requested for all nine.
Apparently it turned out to be an excellent buy.

Can you explain his decision? The Equimarginal Principle cannot!

2.2.2 From demand to supply: time and the supply of savings

Another criticism of the theory which readily comes to mind is that it does not
make allowances for time. Decisions so far have been instantaneous choices
which affect the person immediately and which have no long-term effect. It is as
if time is standing still and, in a single leap, the person jumps on to the highest
level of preference-satisfaction allowed by her resources and circumstances. Of
course reality is not like that. Decisions we make now affect not only our current
self but also our future selves. Time waits for no one and, even more crucially
for the economist’s neoclassical theory of choice, it makes decisions which look
straightforward in the short run look terribly complex once the long-term effects
are considered. To make this point sharply, imagine how the behaviour of people
around you would change if it became known that the world would end
tomorrow.



Predictably neoclassical economists claim to have the measure of this
problem. They ask: if one wants to satisfy contemporary preferences but also
cares about future preferences, what is there to stop us from thinking of this as
the larger decision problem of how best to satisfy current and future preferences?
Indeed. Let us see precisely how they attack this larger problem. Suppose your
grandmother gives you $1000 on your birthday. You can go to the shops and
spend it all at once, or you can put it in the bank so that it accumulates interest,
or you can do something in between (e.g. spend $400 now and save the rest).

But why would you ever save money? The answer consistent with our notion
of instrumental rationality is that, in addition to wanting to satisfy your current
preferences, you also predict that you will have preferences next year in need of
satisfaction. Moreover the thought of preference-satisfaction in the future, gives
you utility now. Put differently, you currently have a preference for satisfying
future preferences. This preference over current and future preferences (a kind of
meta-preference as philosophers would put it) is the reason why it may be
instrumentally rational to save part of your granny’s $1000.

Exactly how much you will save depends on two things: first, it depends on
how much weight you attach to your immediate preferences relative to your
future preferences. That is, on how much you care today about your future well-
being. Naturally the greater your concern about your future self, the more you
will save today. And vice versa. (Thus the claim that saving is an act of altruism
towards your future self!) Second, it depends on the rate of interest: the higher
the interest rate, the more money you will have in the future for each dollar that
you choose not to spend today.

How can the Equimarginal Principle help point out the right amount to save?
Well, the first determinant of your choice in the last paragraph boils down to
your preferences between utility today and utility next year. Recall that Figure
2.4 was constructed such that indifference curves capture your preferences over
two ‘experiences’: X and Y. Of course in the simplest of cases, X and Y are of
the form: X=experience of eating bananas; Y=experience of drinking glasses of
wine. However, there is nothing stopping us from visualising X and Y in a
broader sense. For example, there is no reason why we cannot set: X=experience
of satisfying my current preferences; Y=experience of setting money aside in
order to satisfy my preferences next year. As long as X and Y give you utility
overall now (even if it is due to the anticipation of future utility) we can
reasonably assume that you are trying to climb from a lower current to a higher
current indifference curve (see Figure 2.4 and then Figure 2.7 for this
reinterpretation).
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Figure 2.7 Savings as the result of current enjoyment of the anticipation of
future expenditure

What does the Equimarginal Principle suggest you do? It suggests that you
choose a combination of X and Y (that is, of preference satisfaction now and
preference satisfaction next year), such that the marginal rate of substitution (i.e.
the slope of your indifference curves) equals the relative price (i.e. the ratio of
prices). What is this relative price here? Can we talk meaningfully about the
price of expenditure today relative to expenditure next year? Actually we can.
Figure 2.7 shows how.

Let the rate of interest be r=0.1 or 10%. This means that for every dollar that
you save today (i.e. for every dollar of forgone expenditure today), you will
receive $1.10 next year. Phrased differently, a 10% interest rate means that the
‘price’ (or opportunity cost) of spending $1 today is that you cannot spend $1.10
next year; it is what you give up next year in order to spend $1 now. In general,
if the interest rate is given by r, then the price of $1 expenditure today would be
exactly $(1+r) expenditure tomorrow.

Thus the relative price of expenditure tomorrow relative to expenditure today
equals $(1+r)/$1=$(1+r). We have now reached the solution to our problem:
today you should spend a portion of the $1000 such that the slope of the
indifference curve equals the relative price (1+r) —e.g. point A in Figure 2.7.
Put differently, you choose a level of savings such that the ratio of the marginal
utilities from expenditure tomorrow and expenditure today equals 1 plus the rate



of interest.

Preferences across time and the marginal rate of substitution

What is the precise meaning of the marginal rate of substitution in this
case where the person derives utility both from utility gained now and from
the thought of future utility? It is the ratio of the additions to overall utility
from a bit more of utility (or expenditure) now and the additions to overall
utility from the thought of a bit more utility (or expenditure) in the future.

Criticism

In order to work as neatly as it does in Figure 2.7, the theory must assume that
you know two things in advance. The first is the rate of interest (r) which will
prevail throughout the year. However, in reality you are unlikely to have this
information. The economist’s response here is that, if uncertain, you will form
subjective estimates in your mind concerning the average level of interest and
then act on the basis of this prediction. And if you want to make a more
informed choice, use the Equimarginal Principle as outlined in Section 2.2.1 (of
course then they will have to contend with the criticism in that section). There is,
however, the second, infinitely more demanding, assumption: that you know in
advance not only what preferences you will have next year but also exactly how
to weigh current relative to future preferences. So, what’s wrong with this?

Nothing, if you happen to think that wise choices over time are all about
behaving in a manner consistent with the emphasis one has placed on current
satisfaction as compared with the emphasis on future benefits. By contrast, it is
an unacceptable theory if you happen to be one of these people who feel that the
mark of the wise person has nothing to do with a capacity to be a slave to one’s
current relative valuation of future happiness; for them, the genuinely intelligent
person is the one that has the capacity to ignore the valuation of future utility as
formulated by one’s present self. These people, understandably, do not think
much of this version of the Equimarginal Principle. (If this sounds complicated,
a more detailed explanation follows in Chapter 4.)

2.2.3 From demand to supply: the decision to sell one’s labour

This extension in utterly undemanding. Just think of utility-generating
experiences X and Y as ‘income’ and ‘leisure’ respectively. The slope of the
indifference curves in Figure 2.8 then reflect the person’s preferences between
having the capacity to buy things and having the opportunity to rest, or do some



painting, write poetry and so on. Finally, the price of leisure relative to income is
determined by the wage. If the offered wage is $10 per hour, the cost (in terms of
foregone income) of 1 hour extra leisure is $10. Thus the relative price in this
case is the hourly wage rate.

Income = wage timas
(24—eisure hours)

24 times the wage

{24—x} times the waga

X

¥ WS 24 hrs Leisure hoﬁrs

Optimal working hours = 24 minus X
Income = (24 minus x) timas the wage

Figure 2.8 Choosing to labour

In summary, if you have a choice as to how many hours you want to work
given the wage rate, the Equimarginal Principle invites you to choose a number
of hours (i.e. a quantity of labour supply) such that the wage (the relative price)
equals the ratio of marginal utility from money (or income) and marginal utility
from leisure—for example, point A in Figure 2.8.

Criticism

In real life, workers seldom have a choice as to how many hours they will
work. If they are lucky (especially in regions or times of high unemployment),
they are offered work at fixed working hours on a take-it-or-leave-it basis.
Consequently the analysis of Figure 2.8 seems like a better description of a self-
employed person’s than a worker’s decision problem.

A second criticism is that, behind its geometry, this model presumes that
leisure generates utility and work disutility. Therefore the only reason people
work is for the money. This ignores the fact that work is for most people more
than a means of earning a living: even if money is the primary goal, work is also
the source of self-esteem, social location, a chance to be creative and



autonomous. The Equimarginal Principle, at least in this guise, is too primitive a
tool for the purposes of incorporating these thoughts within an explanation of
labour supply decisions.

2.2.4 The valuation of life

It sounds ridiculous but what would you say were I to ask you: ‘How much
money do you want in order to let me kill you?’ In other words, what is your
monetary valuation of your life? You would most probably, and legitimately,
instruct me to get lost. Nevertheless this is not as absurd a question as it seems.
Indeed government departments confront it every day.

Imagine for instance that as the Minister for Health one of your advisers tells
you that equipping hospitals with a new piece of machinery will help them save
on average one life every financial year. Should you authorise the necessary
funding? Well, it depends on the extent of the funding. If this machinery cost,
say, $100 per hospital it would be criminally negligent of you to refuse. What if,
on the other hand, it cost $1,000 million? Surely there is a cut off price beyond
which you will have to say that society will not bear the cost of saving that one
life. Yet finding out that cut-off point is the equivalent to answering the original
question: what is the monetary value of a human life?

This is a question which is impossible to answer in cold blood. Although it is
hard to imagine, neoclassical economists have suggested that we use their old
workhorse, the Equimarginal Principle, in order to answer the question. They
point out that value is elusive when human life is concerned. For example, recall
how in Section 1.3.2 the question of the economic value of air was tackled: it
was answered by pointing out that, even though the total utility from air is
infinite (i.e. equal to the value of human life), its economic value is zero because
the marginal utility of air is zero; that is, the value of an extra small amount of
air is zero. If we are now to value human life by means of the same principle, we
need to value a small portion of life; to slice life up into tiny components and ask
how much each one of them is valued.

Fear not however! We are not about to suggest that people should be sliced
into tiny bits which are to be valued separately. Thankfully we can achieve the
same end conceptually and without resorting to cruelty. Suppose that our
community comprises 10 million people. Each one is asked the following
question:

Imagine that for one day the probability that you will die increases from
whatever level it is at by 1 chance in 10 million. Would you consent to this
happening provided this tiny extra chance of dying applied for only 24



hours?

Valuing thy neighbour’s life with the Equimarginal Principle

The Principle shows how our economic evaluation of any commodity or
experience does not depend on how happy it makes us. Instead it depends
on how happy the last bit of it made us (that is, it is marginal utility which
determines value, not total utility).

When assessing the economic value of a human life, the Principle works
in the same way. The value of our neighbour’s life is not to be measured as
a whole. Rather we are encouraged to seek out the economic value of a tiny
part of human life—e.g. of an extra small chance of survival or death.
Given that valuation by each one of us, it is only a matter of arithmetic to
sum them up into the community’s valuation of our neighbour’s life.

Of course the answer would be negative. However tiny an extra chance of
dying, no one wants it. However, what if the government offered people money
in order to accept that extra risk of dying? Would you consent in exchange of,
say, $10 cash? After all it is only a tiny, a minuscule, a microscopic chance that
you are taking—Iess risky than crossing the road to buy a newspaper. For the
sake of argument, suppose that the offer is accepted universally. Then, according
to neoclassical economists, we will have concluded that the community believes
a human life to be worth 100 million dollars!

To see how this valuation obtained, recall that each person accepted $10 for
an extra 1 in 10 million chance of death. Overall this would have cost the
government $ 10 times 10 million people=$ 100 million. Seen from a slightly
different perspective, the community consented to one extra death than would
have normally occurred in exchange of $100 million. Why?

Because when we all agreed that the probability of death for each one of us
would increase by 1 in 10 million, we effectively agreed that, on average, during
this 24 hour period, one person will die in our midst (remember there are 10
million of us) as a result of our collective decision. The pieces of silver we
collected in order to consent to this amounted to a total sum of $100 million.
Neoclassical economists conclude that this must be the dollar value we, as a
community, subconsciously think a person’s life is worth. The trick that prised
this valuation from us was that we were not informed in advance of which one of
us will die.

Criticism



Setting aside the obvious ingenuity of this theoretical suggestion, one cannot
but be frightened by the proposed procedure. Is this merely an irrational fear
(similar to the well-documented aversion by lay-persons of all scientific
discoveries), or is there something more to it in this case? To show that there is,
think of what will happen if many of our fellow citizens develop a gambling
disposition. For example, what if they were to accept the increased risk for less
money; say, for $5. Then the community’s valuation of life would diminish. Do
we want a situation where the value of life is deemed lower the greater the
proportion of gamblers in the population?

More generally, some object most strongly to any attempt at valuing life on
the basis of the subjective views of the community’s members. Surely, they
would argue, not all views should be weighed equally. For example, my racist
neighbour’s views, who loudly proclaims that ethnic minorities should be
exterminated, ought to be excluded from any exercise in assessing the
community’s value of human life.

2.3 Summary: from instrumental rationality to an economic theory of
choices

Undoubtedly the greatest transition in economic thinking took place during
the second part of the nineteenth century with the emergence of neoclassical (or
marginalist) economics. Modern economic textbooks are the last link in the
chain reaction which started back then. This chapter presented the essence of the
marginalist approach. Starting at the beginning (that is, the assumption that
people are instrumentally rational), it developed the central proposition of
neoclassical economics: the Equimarginal Principle. It then put it to work in
various contexts.

Once the algebra and geometry of this principle were established, four
examples were given of how one can try to explain all sorts of human choices
ranging from saving to putting a money value on to human beings. However,
with every extension of the theory, potential criticisms began to make their
presence felt. This is hardly surprising. Humanity has been debating the essence
of wisdom and the good life since time immemorial. It would be puzzling if a
theory which claims to hold the key to rational human choices were to escape
these ancient debates. Whereas economics textbooks try hard to avoid these
controversies, the basic premise of this book is that immersing ourselves in these
debates helps us understand better the capabilities as well as the limitations of
economics. With this thought in mind, Chapter 3 traces the history of the
neoclassical theory of choice. Finally, Chapter 4 puts it in the spotlight: do we
really behave according to the Equimarginal Principle? Moreover, should we?



Chapter 3



History of textbook models

The roots of utility maximisation

3.1 Tracing the origins of utility maximisation
3.1.1 A short history of self-interest and instrumental rationality

Socrates and Sartre on ourselves and other people

Socrates (470-399 BC) argued that other people are the true judges of
the way we live our life. Thus he thought it imperative that, before acting,
we ought to envision our actions through others’ eyes. Whether an action
satisfies us or not is not that central. ‘The unexamined life is not worth
living,” he insisted (see Plato’s Apology).

The French philosopher Jean Paul Sartre (1905-80) agreed that we can
know ourselves only through others. He went as far as to claim that the
only way of truly knowing who we are and what we really want is to attend
our own funeral and listen to our obituary. He also thought that: ‘Hell is
other people.’

Utility maximisation is founded on the idea that people care ultimately about
themselves. Who would disagree with that? But what does it mean to ‘care about
one’s self? For economists it means to be preoccupied by an unwavering pursuit
of preference-satisfaction. However this notion of good living is not universal.
The ancient Greek philosophers also thought that people aimed at living well but
they had a slightly different perspective on what this meant. Socrates, for
example, asked: how should we live?

He suggested that our goal ought to be a successful life. Nevertheless he did
not think that we are capable of knowing how to do so unaided. The implication
here is that living a successful existence is more complicated than satisfying our
own desires. And if our current desires are not the best guide to clever action, we
need to reflect, to reason, to examine and re-examine both our deeds and our
motives.

Times changed however and the inquisitive spirit of the Greek philosophers
became a distant memory during the Middle Ages. For centuries people were
forced to have faith without inquiring into the makings of a good life; they were
even told that wishing for the good life in this world was sinful. That pain and
suffering in this world, in the context of absolute obedience to king and bishop,



were essential for a successful afterlife. Naturally as the dark clouds of the
Middle Ages began to lift, the winds of change caused a loosening of feudal
authority (recall Chapter 1) and empowered the merchant classes of Europe and
North America to celebrate a new-found belief in their right to be happy. Thus
the notion of a market in which one pursues profit was associated with the notion
of the freedom to be unapologetically happy. Moreover the accumulation of
merchant, and later capitalist, wealth meant that this increasingly dominant
social class were acquiring a taste for not only the right to happiness but also the
economic and, therefore, the political power to exercise it. The American
Constitution, with its explicit recognition of the citizens’ right to pursue
happiness, offers a poignant historical record of the rise of self-interest from the
category of sins to which the feudal era had confined it.

Wanting to be happy thus emerged as a perfectly defensible philosophical
ambition. In historical terms, it surfaced as part of the same groundswell which
produced the logic of the market, the steam engine but also the notion of people
as citizens (as opposed to mere subjects): the emergence of the industrial,
capitalist, society—recall Section 1.2. In Britain, the birthplace of market
societies, the first influential writer to have revived the idea of the person as a
sovereign individual, and therefore a precursor of modern utilitarianism, was
Thomas Hobbes (1588—1679). In an attempt to justify the power of the State (or
of the monarch), Hobbes wrote matter-of-factly about the selfishness of humans;
of how they always strive to fulfil their desires even if this means brutally
harming others. In this bleak narrative, people living outside a State (in a state of
nature, as he called it) would be engaged in a ‘war of all against all’ and thus life
would be, in Hobbes’ own words, ‘solitary, poor, nasty, brutish and short’
(quoted from his major book Leviathan, 1651).

Thomas Hobbes on good and evil

For every man is desirous of what is good for him, and shuns what
is evil, but chiefly the chiefest of natural evils, which is death; and this
he doth by a certain impulsion of nature, no less than by which a stone
moves downward.

Thomas Hobbes, Philosophical Rudiments, 1642

So Hobbes introduces a model of men and women as self-motivated (even
downright selfish) creatures who will rarely restrain themselves from doing what



hurts others if it gets them what they want. Where is the rationality in all this?
Hobbes answers that, despite their selfish belligerence, humans’ rationality
manifests itself in their capacity to understand the benefits of peace and order
and, therefore, in their willingness to agree to set up an association, a State, a
government which will facilitate peaceful coexistence.

However, such an agreement does not suffice, Hobbes hastens to add. Even
though people recognise that peace is better than war and universal respect of
neighbours is preferable to feuding, each individual also recognises that his or
her desires are best served by being unprincipled in a principled community.
And if everyone prefers that all others are law-abiding while he or she cheats,
steals, coerces and murders, then the agreement between people will be
worthless and the ‘war of all against all’ will recommence. What is needed,
Hobbes concludes, is something stronger than some agreement; individuals must
agree to give up some of their rights to a higher authority (e.g. the State) so as to
live in peace.

Recapping, in a society of free individuals motivated by selfishness no one
has an incentive to behave well even though each prefers a situation in which all
behave well to one in which all behave appallingly. Yet behaving appallingly
they will. (Notice that this is an example of unintended consequences—see
Section 1.2.2). Their only hope, thought Hobbes, lies in their capacity rationally
to recognise all this and to authorise some powerful body (e.g. the Monarch, the
State, the Law) to watch over them. Although it may be instrumentally rational
to steal and pillage if you can get away with it, it is more (instrumentally)
rational to agree to the presence of a police force stopping you from thieving and
looting. The reason is that, otherwise, your personal benefits from villainy are
outweighed by the horror of living in a society where everyone else can also
mess with you. Thus the idea of the liberal State (liberal in that all citizens agree
to its power) emerged as compatible with the selfish pursuit of individual gain.

The instrumental rationality of neoclassical economics is rooted in Hobbesian
philosophy. However, since Hobbes its meaning was refined and its association
with outright selfishness weakened by the Scottish philosopher David Hume
(1711-76). Let us remind ourselves of the definition of instrumental rationality
in order to assess Hume’s contribution to its construction: Instrumental
rationality is identified with the capacity to choose actions which best satisfy a
person’s objectives. Hume clarified and established the precise meaning of what
it means to act in an instrumentally rational manner by spelling out the three
determinants of action: passions (i.e. ends, objectives or desires), means (i.e.
resources) and reason (i.e. a capacity to think logically, to assess the various
options at our disposal). It is a very simple model indeed.



We have certain passions (e.g. a passion for chocolate, opera, fast cars, justice,
whatever). Next we have means or resources which we utilise in order to satisfy
our passions. These means are of course the instruments to fulfil our passions.
Finally, we have the capacity to reason. For Hume, our reason is the slave to our
passions. It simply helps us apply our means in the manner which serves our
rulers, the passions, best.

Reason as a slave of the passions

We speak not strictly and philosophically when we talk of the
combat of passion and reason. Reason is, and ought only to be the
slave of the passions, and can never pretend to any other office than to
serve and obey them.

David Hume, A Treatise of Human Nature, 1739

Does this mean that we are as selfish and potentially brutish as Hobbes
feared? Not at all, says Hume. There are good people and evil. But their virtue or
nastiness lies neither in their resources nor in their reason. It lies in their
passions. The good have virtuous passions while the bad have wicked ones. One
can be simultaneously instrumentally rational and disgusting (e.g. the Nazis
were quite skilful in executing their horrific agenda) or irrational and good.
According to Hume our ethos, our morality, resides not within our reason but in
our passions.

Morality as separate from rationality

Morals excite passions, and produce or prevent actions. Reason of
itself is utterly impotent in this particular. The rules of morality,
therefore, are not conclusions of our reason.

David Hume, A Treatise of Human Nature, 1739

There are important repercussions from Hume’s separation of passions from
reason. If you happen to have a terrible passion, your reason is incapable of
doing anything about it: it must serve your passion however disagreeable this
may be. (So, we should not expect the Nazis to have had the capacity to reason
that what they were doing was terrible.) Your reason, according to Hume, is a bit



like a pair of scales: an impartial judge of the relative weight of whatever you
place on them. Just like you would not blame the scales if one thing proved
heavier than another, Hume argues that reason should be neither blamed nor
commended for a person’s actions. If you want to point a finger, point it at the
person’s passions. (Do you agree with this? Not everyone does. See box below.)

3.1.2 The birth of utilitarianism

Morality as genuine rationality
Not everyone agreed with Hume. For example, the German philosopher
Immanuel Kant (1724-1804) thought that our reason gives us a capacity to
restrain ourselves in a manner that makes life better. He distinguishes
between enjoyment and duty and suggests that there are times when the two
point us to different directions. When this happens, it is only the truly
rational people who can ignore their urge to ‘maximise’ joy and, instead, do

what they must:

The majesty of duty has nothing to do with the enjoyment of life.
Immanuel Kant, Critique of Practical Reason, 1788

Utilitarianism is a theory a stone’s throw away from David Hume’s model of
rational men and women. Its main tenet was established by its founder, Jeremy
Bentham (1748-1832), who started with the assumption that people have a
passion for pleasure (broadly defined) and an aversion for pain: ‘Nature has
placed mankind under the governance of two sovereign masters, pain and
pleasure. It is for them alone to point out what we ought to do, as well as to
determine what we shall do’ (An Introduction to the Principles of Morals and
Legislation, 1789). Bentham was a well-meaning, radical humanist for his time.
He believed strongly that people should be given the greatest scope for living an
enjoyable life and that, therefore, in the final analysis, it did not matter what the
bishop or the king thought—what mattered was how happy people felt.

Bentham’s utilitarianism had two aspects: the first is a theory of individual
behaviour (or psychology). He took Hume’s model and where Hume had written
passions, Bentham substituted utility. In other words, he placed all our passions
under a single umbrella: the passion for more and more happiness, or utility. The
second aspect was an ethical or political claim: that each should aim for the
greatest happiness for the greatest number of people. That is, not only should we
aim at our own utility maximisation but also want to build a society capable of
achieving the greatest happiness for the greatest number. The economic theory



of action we went over in Chapter 2 espouses Bentham’s first aspect without
much interest in the second. Whatever the reasons for this, it is worth noting here
that Bentham did not, and could not, prove that those who act in order to
maximise utility will also want to see the utility of the greatest number
maximised. (We shall return to this interesting point later—especially in
Chapters 9 and 10.)

Happy morons!

It is better to be a human being dissatisfied than a pig satisfied,
better to be Socrates dissatisfied than a fool satisfied. And if the fool,
or the pig, are of a different opinion, that is because they know only
their side of the story.

John Stuart Mill, Utilitarianism, 1863

As you can imagine, Bentham found himself at the receiving end of a great
deal of criticism. Hardline moralists heard of ‘utility maximisation’ and
immediately imagined that Bentham was condoning sinful activities only
because they produced pleasure. Intellectuals feared that the better things in life
(like art, music and literature) would be deemed of equal importance to base
instincts (e.g. beer drinking) if they generated the same amount of ‘utility’. Left
wingers thought that it was an apology for the reckless acquisitiveness of the
new entrepreneurs. And so on.

A new generation of utilitarians attempted to amend Bentham’s initial theory
in order to address many of these criticisms. For instance, J.S.Mill (1806-73)
and G.E.Moore (1873—-1958) extended ‘happiness’ (or utility) to distinguish
between deeper and shallower versions. In the meantime, economists had
discovered utility. As outlined in Section 1.3.2 it was as if utility was designed
for the purposes of building a science of society founded on the principle of
classical mechanics. Utility became for the economist what energy was to the
physicist: a central notion on which a general theory of behaviour (of individuals
rather than atoms or celestial bodies) could be erected. The Equi-marginal
Principle on which we have spent precious pages already (see Section 1.3 and
the whole of Chapter 2) was a natural development of utilitarianism.

An ancient precursor to utilitarianism
“We say that pleasure is the starting point and the end of living blissfully.



For we recognise pleasure as a good which is primary and innate. We begin
every act of choice and avoidance from pleasure, and it is to pleasure that
we return using our experience of pleasure as the criterion of every good
thing...When we say that pleasure is the goal we do not mean the pleasures
of the dissipated and those which consist in the process of enjoyment...but
freedom from pain in the body and disturbance in the mind.’

Were these lines scripted by Bentham, or perhaps Mill in the nineteenth
century? No, they were written by Epicurus (341-270 BC) in a letter to
Menoeceus. Philosophy, like history, repeats itself.

3.1.3 From Bentham’s utility to neoclassical economics

At first neoclassical economists adopted Bentham’s utility as some property,
or even psychological energy, contained within commodities or experiences. The
moment we appropriate them, we are awash with their utility. So, we buy an
apple because of the utility that we expect to get out of this apple; as if, in other
words, utility is something in the apple itself. The more utility there is in an
apple, the greater the enjoyment we get from eating it. This model required only
a slight alteration to allow for different tastes: the sensory devices in each one of
us are calibrated differently and therefore some people enjoy apples less than
others. Yet in the final analysis utility was transferred from the commodity to the
psyche and could be visualised as a kind of (potentially) measurable
psychological energy.

However, that view did not last long. A standard problem with utilitarianism
(especially of this early version) is that it leads to political hot water. For
example, provided utility is measurable then at least theoretically it is possible to
answer the question: if I take X away from Jill and give it to Jack, how much
utility will Jill lose and how much utility will Jack gain? And if I can show that
Jack will gain a lot more utility than Jill will lose, is this not a justification for
removing X forcibly from Jill in order to pass it on to Jack? Perhaps Bentham
would have been happy with this; for it would have justified taxing the terribly
rich in favour of the poor. None the less neoclassical economists were not
interested in such comparisons of one person’s utility with that of another.
Therefore they ditched this early view of utility. There are two reasons why.

The first is that, by their own admission, they wanted to construct an apolitical
economics. It is easy to see how these comparisons between Jack and Jill’s
utility from X are politically controversial (imagine for instance that X is not a
jar of marmalade but Jill and Jack’s child). And if political controversies were to



be reintroduced through this back door which the concept of utility left open,
what would the point be?

The second reason was that, in addition to not wanting to allow any kind of
politics in economics, they were particularly averse to justifications of State
intervention (with some exceptions where the market fails badly— e.g. when
firms collude to avoid competition and subvert the market). If utility were indeed
measurable across Jill and Jack, and if transferring X from Jill to Jack increased
overall utility, then suddenly the State would be justified in taking X away from
Jill. A very disturbing thought for those who wanted to create an economic
theory proclaiming the dogma that the best State is one that keeps out of
people’s affairs.

Of course early utilitarianism was not only despised by those who leant to the
political right. Those on the centre and the left also pointed out that the idea of
measurable utility (also called cardinal utility) was generally dangerous since it
made it possible to justify tyranny and other horrors. For example, consider the
case where Jack tortures Jill. If all that matters is the maximum average utility,
then if Jack’s utility from torturing Jill is greater than the utility she loses as a
result of being tortured, then her torture has been justified. More generally, this
type of utilitarianism opens up nasty possibilities for condoning exploitation of
the minorities for the sake of the majority.

Banning interpersonal comparisons: a failed attempt to rid utility of
politics

Jack gets utility from X. So does Jill. But if Jack’s utility is not on the
same scale as Jill’s then we cannot say who gets more utility from X: Jack
or Jill? In this way, we will know whether Jack and Jill want X (they do if
X gives them, individually, positive utility) but we will not know who
wants (or needs) X more: Jack or Jill?

Has this theoretical move banished politics from utility theory? Not at
all. It simply turned it into an arch-conservative theory. Suppose Jack is a
multimillionaire, Jill is a pauper and X is $5. This amount of money would
be enough to feed Jill for a day. Should Jack be taxed $5 so that Jill can be
fed? This is a question the theory refuses to answer since it has been
banned from comparing Jack’s and Jill’s utility from the $5. By default it
supports the status quo.

In summary, Bentham’s aim was to create a theory of the good society as the
happy society in which utility maximising individuals would work out ways in



which maximum utility would be possible for as large a majority as possible.
The idea of utility maximisation as a model of individual behaviour appealed to
the neoclassical economists of the late nineteenth century. However, they were
not interested in Bentham’s utilitarian theory of the good society. So, what did
they do?

They kept the idea of utility maximising individuals without accepting the one
assumption which made it possible for Bentham to talk about the good society:
the assumption that my utility from an orange can be compared with your utility
from the same orange. By dropping the claim that utility can be measured across
individuals, economists rid themselves of many of the political controversies of
the previous paragraphs (see box on previous page).

Of course they also jettisoned the possibility of knowing what the common
good is since it is now impossible to add up people’s utilities in an attempt to
measure the community’s well-being. In spite of the wvaliant efforts of
economists such as A.C.Pigou (Professor at Cambridge) the only thing left from
the original utilitarianism was a theory of individual action: a person does
whatever maximises her utility, even though the latter cannot be compared
across individuals.

3.2 Ordinal, cardinal and expected utilities

3.2.1 From Hume’s passions to ordinal utility

David Hume thought that we are moved by our passions. Reason is simply a
tool for finding out how best to serve them. Now the problem with passions,
from the vantage point of the neoclassical economist, is that they are far too
messy to put into equations and geometry. The passion to drink coffee can
perhaps be quantified. But what about the passion for literature, justice, beauty,
freedom? Too messy! Not surprisingly, economists preferred a notion of utility
which can be rendered manageable more easily. Effectively they allowed us to
have a single passion: a passion for utility.

But as we saw in the preceding pages, economists were keen to sanitise utility
so as to avoid political controversies. Their solution was simple: suppose that
individuals have preference orderings between different options; e.g. they prefer
X to Y and Y to Z. The only passion they are allowed to indulge is a passion to
reach the top of their preference ordering (X in our example). Utility then is a
shorthand term for preference-satisfaction. It is not as Bentham and the early
utilitarians argued that people derive utility as some kind of psychological
energy from things/experiences; instead, they want to satisfy their preferences.

As they do so, we (the observers/theorists) imagine that they get more utility



the higher up their preference ordering they end up. However, this is only in our
imagination; it does not mean that they feel some particular psychological
experience as they get what they want. In conclusion, utility is a term we use to
relate the degree to which a person’s preferences have been satisfied and not a
term describing some feeling the person may be experiencing. Economists are
keen to stress that theirs is a theory of rational choice, not a psychology.

In short, whereas Bentham’s utilitarianism was a primitive psychological
theory of choice culminating to a theory of the good society, neoclassical
economists stripped it down into something almost unrecognisable: a calculus of
private choice incapable of saying much about how good or bad society is. As
for utility, from a psychological inner-energy form, it became a list of options
ordered according to preference. The latter is commonly known today as ordinal
utility because it conveys the order, as opposed to the strength of, preference.
(Recall that strength of preference requires that utility can be measured. Earlier
we called this type of utility cardinal utility.) Modern textbook economics
assumes that people are maximisers of this ordinal utility.

3.2.2 The limits of ordinal utility and the partial return of cardinal utility

Suppose a person is confronted by a choice between driving to work or
catching the train. Driving means less waiting in queues and greater privacy,
while catching the train allows one to read while on the move and is quicker.
The metaphor of ordinal utility maximisation works in the following way.
Economists insist that every person has well-defined preference orderings: each
one of us, after spending some time thinking about the dilemma, will rank the
two possibilities (in case of indifference an equal ranking will be allocated).
Hence if, all things considered, you prefer driving you will attach rank 1 to
driving and 2 to catching the train. In choosing to drive, you will be maximising
your ‘utility’. For this reason this type of utility is known as ordinal utility since
it conveys nothing more than information on the ordering of preferences.
(Similarly in the indifference curve diagrams of Chapter 2, e.g. Figures 2.4 and
2.5, each indifference curve corresponds to some utility ranking with individuals
wanting to go from a lower ranked curve to a higher ranked one. And since
ordinal utility cannot be measured, the distance between indifference curves
should not be taken as a measure of how much happier the person gets when
climbing upwards.)

The point to remember about ordinal utility numbers (which are no more than
indicators of rank) is that their arbitrariness denies the possibility of saying
anything about the strength of preference. It is as if a friend were to tell you that
she prefers Homer to Shakespeare. Her preference may be marginal or it could



be that she adores Homer and loathes Shakespeare. Based on ordinal utility
information you will never know. It follows from this that there is no way that
one person’s ordinal utility from Homer can be compared with another’s from
Shakespeare (since the ordinal utility number is meaningful only in relation to
the same person’s satisfaction from something else; it is meaningless across
persons).

Ordinal utility is sufficient in many of the simpler decision problems in which
solutions can be found without any information on strength of preference; e.g.
the above case where you had to decide between driving and walking to work.
(Or as in the case of Section 2.1.4 whenever there is full information on prices
and available funds and the person tries to get to the highest indifference curve.)
However, there are many other cases where ordinal utility is insufficient. For
example, consider the problem in Section 2.2.1 in which our agent is not fully
informed and has to decide how intensely to gather information. Ordinal utility
cannot tell her how much information to search for. Consider a simpler example
which demonstrates the point:

Imagine that you are about to leave the house and must decide on whether to
drive to your destination or to walk. You would clearly like to walk but there is a
chance of rain which would make walking unpleasant. Let us say that the chance
of rain was proclaimed by the weather bureau to be fifty-fifty. What does one
do? Well, the answer must depend on the strength of preference for walking in
the dry over driving in the dry, driving in the wet and walking in the wet. If, for
instance, you relish the idea of walking in the dry a great deal more than you fear
getting drenched, then you may very well risk it and leave the car behind. For an
observer to be able to predict this, information on the strength of preference is
necessary (recall the ordinal utilities do not contain this; they only report on the
order of preferences).

Cardinal utilities provide such necessary information. If ‘walking in the dry’,
‘driving in the wet’, ‘driving in the dry’ and ‘walking in the wet’ correspond to
10, 6, 1, and O cardinal utils respectively, then not only do we have information
about what is preferred over what; but also of how much one outcome is
preferred over the next. In this example walking in the dry is ten times better for
you than driving in the dry. Therefore we find that cardinal utilities become
necessary when the decision problem involves some risk. If you knew with
certainty whether it would rain or not then your ordinal utility preferences (that
is, the ranking of outcome alone) would be sufficient: you would walk. It is the
uncertain prospect of rain that complicates things. Cardinal utilities allow the
calculus of desire to convert the decision problem from one of utility
maximisation to one of utility maximisation on average; that is, to the



maximisation of expected(that is, average) utility.

Let us stick with the assumption that the chance of rain is fifty-fifty; i.e. the
probability of rain is % (where a probability equal to 1 means that it will
certainly rain and a O probability means that it will definitely not rain). If you
walk there is, therefore, a 0.5 (out of 1) chance that you will receive 10 cardinal
utils and a 0.5 chance that you will receive 0 utils. On average your tally will be
5 utils (0.5 times 10 plus 0.5 times 0). If, by contrast, you drive, there is a 0.5
chance of getting 6 utils (if it rains) and a 0.5 chance of ending up with only 1
cardinal util. On average driving will give you 3.5 utils. If you act as if to
maximise average utility, your decision is clear: you will walk. Hence in cases
where the outcome is uncertain, cardinal utilities are necessary. The reason is
that it would be nonsense to multiply probabilities with ordinal utility measures
whose actual magnitude is inconsequential since they do not reveal strength of
preference.

Notice however that cardinal utility takes us closer to nineteenth-century
utilitarianism. I say this because strength of preference made a reappearance
after many decades of having been banned by neoclassical economists. Suddenly
something resembling a passion (other than the passion to satisfy preferences in
general) has returned: one can like walking 1000 times better than driving!
However, we are still a long way from Bentham’s utilitarianism. The reason is
that Jack’s cardinal utility numbers are still incomparable to Jill’s. Thus, when
we say that your cardinal utility from walking in the dry is 10 this 10 is
meaningless outside your person as it cannot be compared with a similar number
relating to somebody else’s cardinal utility from walking in the dry.

What is now interesting is whether we approve of the manner in which
neoclassical economics models people’s actions under circumstances involving
risk. The importance of this cannot be underestimated. If we are not impressed
by economists’ attempts, their theories of Chapter 2 could be dismissed as next
to irrelevant. Notice that uncertainty is everywhere. Even when it comes to
purchasing a bar of chocolate, you may not be entirely sure prior to biting it
about how much you will enjoy the experience. Thus a theory of choice (or even
consumption) needs to work well under circumstances of uncertainty if it is to be
useful. Economists argue that their theory does: all we have to assume is that
individuals maximise utility on average or expected utility. This is interesting for
many reasons.

First, it is of historical interest because it brings to mind memories of Bentham
and nineteenth-century utilitarianism. Recall Bentham’s motif: the most utility
for the greatest number of people. Well, what is this if it is not maximising
utility on average? Indeed they are one and the same thing! However, we must



not forget that the neoclassicals have taken one crucial step that precludes the
resurrection of Bentham: they have banned interpersonal comparisons of utility.
So, when the modern neoclassical theorist speaks of expected utility
maximisation, she is not referring to maximising the average utility across many
different people. Instead she is talking about one person choosing the option
which would give her the largest average utility across many repetitions, that is,
if she had to make this decision many times over and over again. Still, it is an
interesting echo of the earlier form of utilitarianism.

Second (and more importantly), because it gives us the opportunity to put the
theory to the test in laboratory experiments. Unfortunately for the theory of
expected utility maximisation, these experimental tests seem to cast a great deal
of doubt on it. Actually an avalanche of research has shown that people do not
behave according to the principles of expected utility maximisation. The box
below gives an example. What conclusions should we draw from this? Two
come immediately to mind.

1. Neoclassical economics may not offer as general a theory of choice as
economists claim.

2. There is a profound difference between economics (or, more generally,
social science) and the natural sciences.

The Ellsberg Paradox (named after Daniel Ellsberg who invented
the following experiment)

Suppose you are shown an urn which contains 90 balls, 30 of which are
red. The other 60 balls are either black or yellow; you are not told how
many are black and how many are yellow. One ball will be picked at
random from the urn. You are then offered a choice between two lotteries.
Lottery 1 will give you $100 if a red ball is drawn while Lottery 2 will
give you $100 if a black ball is drawn. Which lottery do you choose? To
help you decide, here is a summary of the two lotteries:

Red Black Yellow
Number of balls (Y) All we know is that
in urn (30) (X) X+Y=60

Lottery 1 $100 0 0




Lottery 2 0 $100 0

Would you choose Lottery 1 (in which case you will win $100 if a red
ball is drawn from the urn) or Lottery 2 (in which case you would win
$100 if a black ball is drawn)? Now consider another two lotteries: Lottery
3 and Lottery 4.

Red Black Yellow

Number of balls in urn As above

Lottery 3 $100 0 $100

Lottery4 | 0 $100 $100

In this case the only way of not winning $100 is if either (a) you chose
Lottery 3 and a black ball is drawn or (b) you chose Lottery 4 and a red
ball is drawn.

Expected utility theory argues that if you chose Lottery 1 over Lottery
2, then you should also have picked Lottery 3 rather than Lottery 4. Think
about it. If you chose Lottery 1 it means that, given the information that
there are 30 reds in the urn, you think that there are fewer than 30 black
balls in the urn. But if you think this, why would you ever select Lottery
4? For if you think that there are fewer than 30 black balls in the urn,
Lottery 4 is a bad choice (since if there are fewer than 30 black balls it
makes more sense to choose Lottery 3). And vice versa.

However, a majority of people making this choice in laboratory
experiments (including Leonard Savage, one of the founders of expected
utility theory) chose Lottery 1 the first time and Lottery 4 later. What
should we make of this? There are two answers: In this case the only way
of not winning $100 is if either (a) you

1. People are irrationally inconsistent. This is convenient for those who

wish to defend the theory but has long run implications for economics.
Does economics create a theory of how people behave or of how they




ought to behave? If it does the latter, then it cannot hold on to the
claim of providing an objective analysis of society.

2. People are rational but care about more than expected utility. What
do Lotteries 1 and 4 have in common? The fact that when one
chooses them one knows precisely one’s chance of winning $100 ( in
the case of Lottery 1 and in the case of Lottery 2). Could it not be
that people are averse to not knowing their chances? Could it be that,
because of an antipathy to ambiguity, they select the options that
minimise it? If so, who is to say that they are irrational? But then if it
is rational to defy the economists’ model the latter is not a unique
guide to rational choice.

In short, whichever answer we choose from the two candidates above,
the economists’ model is threatened.

The first conclusion in the above box seems obvious: if the theory does not
predict how people actually choose, then how good is it? Many economists have
claimed that they do not think that there is something wrong with the theory
simply because individuals do not behave according to it. Their argument is that
theirs is a theory of rational choice; perhaps it is not working as well as expected
because people are not rational. Which brings us to the second conclusion above.

Why is economics profoundly different from, say, physics? Because, unlike
economists in the previous paragraph, physicists could never defend a theory
which does not work in the laboratory. If their theory does not work
experimentally, physicists cannot turn around and blame atoms or planets for not
behaving according to the laws of nature which ought to govern their behaviour!
Which is precisely what the economists of the previous paragraph did (that is,
blamed individuals for not behaving according to the laws of the economists’
model of rational behaviour). But then economics has a problem: if we can
blame people (rather than the theory) every time they do not behave according to
the theory being tested, then no theory can ever be shown to be wrong. In that
case, why experiment at all? (I shall return to this question in Chapter 11.)

3.3 Instrumental rationality and utility maximisation: the politics beneath
the surface

So far we saw that neoclassical economics sees rationality as an instrument for
satisfying desires. This identification was traced to David Hume who thought of
the ‘passions’ as the sole source of motivation. Utilitarians of the late nineteenth



century set the scene for the modern economist’s philosophical base by
identifying the one passion that supersedes all others: the passion for joy
(however broadly or narrowly defined). This was a liberal political move. It told
cardinals, princes, lords and the State to stop patronising the merchants, the
shopkeepers, the capitalists whose power was growing disproportionally to their
position of the social ladder (still dominated by the aristocracy in Britain): they
themselves are the only ones who can decide what is best for them. And, yes, it
is OK to want to be happy, to be nouveau riche, to find pleasure in ways of one’s
own choosing. Undoubtedly, this was a serious political challenge in its time.

Later, neoclassical economists appropriated the bits of utilitarianism which
they thought would assist them in their attempt to create an apolitical economics.
The result was that utilitarianism lost a great deal of its political agenda.
Eventually economists turned utility to no more than a preference ordering. Out
went Bentham’s narrative of emancipation based on the notion of the right to
happiness for the individual as well as for society. In came a mathematised
theory of individual action (which we examined carefully in Chapter 2) which
could explain all sorts of human deeds. Its final purpose: to illustrate the
harmonious workings of markets populated by instrumentally rational people; by
people whose logic coincided with the logic of the market.

The question then is: how apolitical is the economists’ version of utility
theory? Have they managed to sanitise Bentham’s utility and turn it into an
objective, scientific, apolitical tool? Is it a good idea to assume that everyone in
society is rational (especially in the instrumental sense)? If we do make that
assumption, are we (unknowingly) taking positions in the political debate? We
already saw how banning interpersonal utility comparisons gave a conservative
political flavour to utility theory. Such questions will occupy us again in Chapter
4 and beyond. For now it is interesting to note the views of some influential
intellectuals on aspects of the economists’ behavioural story featured in Chapter
2.

Let us start from a simple question: do philosophers agree that rationality is
sufficiently widespread? Most would accept that, notwithstanding differences
between people, a capacity to reason is available to almost everyone. René
Descartes (1596-1650) —the French mathematician and philosopher—reflected
this feeling when he wrote:

Good sense is the best distributed thing in the world: for everyone thinks
himself so well endowed with it that even those who are the hardest to
please in everything else do not usually desire more of it than they
possess...It indicates...that the power of judging—which is what we



properly call ‘good sense’ or ‘reason’ —is naturally equal in all men.
Descantes, Discourse on Method, 1637)

However, assuming that we are all instrumentally rational (i.e. maximise our
utility) is not the same as acknowledging that most have the ‘power of
judgment’. Instrumental rationality requires more (or, as some would say, less)
than that: it requires that we are committed servants of our preference ordering.
It assumes that we have objectives which take the form of a list of preferences.
Once this list is complete, all we must want is to use our means in whichever
way possible to get to the top of our list. This is the idea of human beings on
which neoclassical economics trades its theory of choice and, later, of society.

One of the earliest and keenest proponents of instrumental rationality in the
context of political manoeuvring was Niccolo Machiavelli (1469-1527). He
served as a high-ranking official in several administrations in Florence and wrote
perhaps the first and most enduring manual (textbook?) on governing. In his
advice to politicians of his time (to a hypothetical prince) he set out the project
of working towards one’s political objectives as follows:

Thus it is well to seem merciful, faithful, humane, sincere, religious, and
also to be so; but you must have the mind so disposed that when it is
needful to be otherwise you may be able to change to the opposite qualities.
And it must be understood that a prince, and especially a new prince,
cannot observe all those things which are considered good in men, being
often obliged, in order to maintain the state, to act against charity, against
humanity, and against religion.

(Machiavelli, The Prince, 1513)

Does he not sound like a proponent of instrumental rationality? His emphasis
on the centrality of outcomes and the unimportance of means (as long as they
serve the ends) resembles the economics textbook’s message: it is what you get,
not how you get it, that gives you utility (unless of course it is part of your
objective to avoid or use certain methods). But is the tyranny of ends rational? Is
it rational to be unable to pass judgment on your passions (in other words to be
their slave)? Difficult questions.

What is certain, however, is that whichever way you answer, you take sides in
important political debates. If you reject the primacy of ends, you are making a
political statement (e.g. Americans arguing that it was wrong to bomb Hiroshima
regardless of their government’s ends). If you accept that ends justify means,
again you take political sides. The interesting thing about economics textbooks is



that they remain mute on this subject; their silence implying that it is possible to
remain apolitical. Well it is not! For how could it be when, by definition, the
model of Chapter 2 rules out a rational evaluation of preferences. Thus the
desire of a millionaire to burn $1000 notes at a party in order to impress guests is
as rational (or irrational) as the desire of a Third World mother to feed her
starving child. George Bernard Shaw famously argued, ironically, that the
reasonable adapt themselves to the way the world is while the unreasonable try
to change both themselves and the world. Espousing the model of humans in the
economics textbook makes it difficult to appreciate Shaw’s irony. Thus it is
political!

Finally, if we are to allow the world to look rationally back at us, as the
German philosopher G.W.F.Hegel (1770-1831) suggests in the box below,
surely it must be possible to look at ourselves and ask: where did I get my
preferences from? Are they any good? In a sense this would mean going back to
Socrates (see p. 76) who suggested that we ought to assess our options not just in
terms of our preferences but of how conducive they are of the ‘good life’.
Instrumentally rational people cannot do this. They are too busy satisfying them.

Reason’s narcissism

The sole thought which philosophy brings to the treatment of
history is the simple concept of Reason: that Reason is the law of the
world and that, therefore, in world history, things have come about
rationally...In everything that is supposed to be scientific, Reason
must be awake and reflection applied. To him who looks at the world
rationally the world looks rationally back. The relation is mutual.

G.W.F.Hegel, Reason in History, 1837

3.4 Summary

Before we examine these questions further in Chapter 4, it is useful to draw a
balance sheet. On the one hand, we have the economists’ model in Chapter 2. It
offers a precise, simple, dazzling account of how people act, based on a notion
of utility which has been de-politicised as much as possible. The idea is that
economists have divested themselves of the role of judging what people want
and created a theory of what they will do when trying to get it. It allows people
to determine their preferences and it is as apolitical as it can get since it does not



patronise them (e.g. it does not tell them ‘you want X when you should want Y”)
and it does not allow anyone else to do so either (e.g. by banning interpersonal
utility comparisons).

On the other hand, we have critics who see this model as dangerously political
not only because of the conservative politics it promotes, but because it
promotes its politics silently, disguised in a veil of scientific, totally apolitical
endeavour. For them, teaching economics under the pretence that it is free of
politics is a bit like teaching creationism as a scientific discourse free of religion.
Consider for instance the following quote from Catherine Mackinnon, who
writes from a feminist perspective:

the state is male in that objectivity is its norm. Objectivity is liberal
legalism’s conception of itself. It legitimates itself by reflecting its view of
society, a society it helps make by so seeing it, and calling that view, and
that relation rationality. Since rationality is measured by point-
ofviewlesness, what counts as reason is that which corresponds to the way
things are. Practical rationality, in this approach, means that which can be

done without changing anything.
(Mackinnon, Towards a Feminist Theory of the State, 1989)

In conclusion, neoclassical economics can be viewed in two distinct ways: as
an attempt scientifically to understand our society, or as an attempt to produce a
theory which will under no circumstances recommend that those who currently
have social and economic power should be stripped of it. Is the material in your
economics textbook a rational theory of society or is it mere rhetorical
ammunition in support of keeping things the way they are?



Chapter 4

Critique: do we maximise utility (even
subconsciously)? Should we?

4.1 Humanity through the lens of economics textbooks

Imagine that some extraterrestrials got hold of an economics textbook and
used it in order to work out what we humans are like prior to paying us a visit.
What would they come to expect? Neoclassical economic theory presents a
model of men and women as cool, fastidious agents who get what they want and
want what they get. As creatures ruled by something they call self-interest which
they pursue via the meticulous application of their scarce means. And if these
extraterrestrials can read in between the textbook’s lines, they will also know
that this thing called self-interest is not the same as its nastier cousin selfishness.
However, they will not be reassured fully by this. The only promise the textbook
makes is that we can be counted on to be efficient in matching our means to our
ends. Whether our ends are charitable or homicidal, the textbook does not say.

This chapter, like the last chapter of each part in Book 1, is of a critical ilk. It
asks two sets of questions. The first scrutinises the descriptive accuracy of the

picture of human beings painted by economists:
1 Are the extraterrestrials in for a grave shock when they approach earth and

observe us with their own eyes (or whatever sensory devices they may
have)? In other words, is the economist’s model of Homo sapiens (let us
call this creature which inhabits the economics textbook Homo
economicus) a fair approximation of real humans? Or is it totally off the
mark?

The second set of questions takes us from description to prescription:
2 If it turns out that you and I do not think, behave, function or relate to each

other as the economics textbook suggests, is this something that ought to
worry us? Is it a sign of the fact that we are not as perfect as the
economics textbook assumes? Should we perhaps try a little harder to
become more consistent, less inefficient, more like Homo economicus? Or



could it be that what the textbook dismisses as weaknesses are, in reality,
strengths which economists mistake for imperfections because they are
less sophisticated than the subjects they are writing theories about?
There is also a third question that will be left in abeyance until Chapter 11:
does it matter to economists if their model of humans is unrealistic?

4.2 How like Homo economicus are we?

4.2.1 Behaving according to a theory even if we do not know anything about it

An objection often raised by newcomers to economics springs from the
latter’s conspicuous austerity. Are we really being asked to think that when we
choose how much of two goods to buy we are equalising our marginal rate of
substitution with the ratio of the prices? Surely we are far more spontaneous,
creative, even unpredictable than this. However, the neoclassical economist sees
these objections as fundamentally ill conceived. Consider a tennis player serving
for the tournament. A physicist can look at a slow motion recording of the
player’s action and explain in full mathematical detail the dynamics of the
player’s motion, the rotation of the arm, the swing of the body, of how the initial
posture maximised the power of the serve, the effectiveness of the wrist’s
movement in giving the ball a wicked top spin and so on. And yet all this
scientific analysis does not depend on the player being conscious of it.

Even if the player in question is ill tempered or erratic, the scientific analysis
is still the best explanation of what happens on court when the player strikes the
ball well, regardless of whether she is a natural talent with no understanding of
why she plays good tennis or a physicist-turned-tennis-player. Indeed all we
need to assume is that she is trying to win the point (and, incidentally, maximise
her prize money).

Similarly, the neoclassical economist is not arguing that when we choose
between combinations of commodities we do so by consciously following the
edicts of the Equimarginal Principle (that is, reaching for points of tangency
between indifference curves and budget constraints); instead economists try to
emulate the role of the physicists, namely attempt to provide a scientific analysis
for behaviour which is, primarily, instinctive.

Instrumental rationality as instinct

The English philosopher and mathematician Bertrand Russell (1872—
1970) wrote: ‘There is no more reason why a person who uses a word
correctly should be able to tell what it means than there is why a planet




which is moving correctly should know Kepler’s law’. (Russell, The
Analysis of Mind, 1921) A neoclassical economist would need to substitute
only ‘who uses a word correctly should be able to tell what it means’ with
‘who maximises utility should know what marginal utility is’.

The true assumption is not that the individual under consideration is actually
following the steps prescribed by the theory but that, once she masters the skills
involved in serving her objectives, she begins to behave as if she were following
the theory. All along, however, she is most likely to be totally oblivious even to
the existence of this or any other theory.

To illustrate further, the point here is that just as Martina Hingis needs to
know no physics to play good tennis, the consumer can make rational choices
without ever having heard of the Equimarginal Principle. Take Figure 2.8 (see
p. 72). One may naively argue that unless the worker in that example knows the
location of her indifference curves she cannot make the appropriate choice (i.e.
select the combination of leisure and income corresponding to the point of
tangency at A). Such uninformed criticism is countered easily by pointing out
that she will gravitate towards the tangency point A (even if totally untutored
into economics) provided she tries to maximise her utility.

Suppose that initially she chose to work more than point A in Figure 2.8
recommends. One day her firm is short on orders and her boss sends her home
early. To her surprise she finds that it is wonderful to return home at 4 p.m. and
have lots more leisure time. On the following morning she negotiates a reduction
in her hours at the expense of a reduction in her salary. Without realising it, she
will have moved closer towards her best choice at tangency point A. In
conclusion, even though totally unaware of economic theory, of the notion of
marginal rates of substitution, of Figure 2.8 etc.,, but because of her
inquisitiveness, our friend makes a choice as if on the basis of the analysis
behind Figure 2.8 thus confirming the Equimarginal Principle.

All the neoclassical theorist needs to assume is that the individual is smart,
inquisitive and has a nose for what is good for her, that is, she is instrumentally
rational. The point to remember is that the Equimarginal Principle is not meant
to offer advice as to what we ought to do; it is, simply, a mathematical
description of what instrumentally rational people do. Having sorted this one
out, the question remains: are we instrumentally rational (i.e. utility maximisers)
and, furthermore, should we want to be?

4.2.2 Suspect desires and the threat of rational idiocy



The quintessence of the human condition has troubled minds finer and sharper
than those that spawned economic theory. Faced with choices that tear us apart,
Sophocles’ Antigone and Shakespeare’s Hamlet continually demonstrate how
much we do not know about ourselves. Can the neatness and simplicity of the
Equimarginal Principle put an end to millennia of existentialist angst? Could it
hold the key to what we are about? Unlikely.

Choosing our character
The great nineteenth-century thinker John Stuart Mill, who took to
economics because of his philosophical and political interests, wrote:

A person feels morally free who feels that his habits or his
temptations are not his masters, but he theirs; who even in yielding to
them knows that he could resist...Or at least, we must feel that our
wish, if not strong enough to alter our character, is strong enough to
conquer our character when the two are brought into conflict in any
particular case of conduct. And hence it is said with truth, that none
but a person of confirmed virtue is completely free.

John Stuart Mill, A System of logic, 1843

One does not have to be a Shakespeare or a Sophocles in order to understand
that there is more to wise choices than meeting objectives efficiently. Even in
our more mundane moments we can experience a secret fear that what we desire
is not worth desiring. When we begin to suspect our desires, the Equimarginal
Principle which is all about satisfying current desires (even if this includes the
desire to satisfy future needs and wants) begins to look rather epidermic.

To make the point simply it will help to revisit an uncomplicated (but as
you will notice slightly touched up) fable by the Greek story-teller Aesop,
who lived in the sixth century BC.

It is summertime and the living is easy. However, whereas the
grasshopper is lazing under the sun leaning against a fig-tree and playing
his guitar, the ant is slaving away preparing for the coming of winter. As
the ant passes by the fig-tree, he looks at the grasshopper with disgust and
says: “You are truly stupid. Instead of gathering food for when the snow
conies, you waste your time singing and being merry. In my mind, wisdom
necessitates a commitment to one’s future self. This is why you should do



like T do and invest everything in order to have as good a future as
possible.’

The grasshopper smiles and replies: ‘I may be stupid but I am perfectly
rational. Indeed I am as rational as you. For my concerns are limited to the
present moment and I am never interested in what the future holds. You
may, naturally, be absolutely right in that when winter arrives I will be
miserable, but since I am not interested in anything other than my present
happiness, I will carry on singing.” The ant shakes his head and moves on
muttering: ‘When winter comes do not complain that I did not warn you.’

Does the grasshopper have a point about being rational even if stupid? It
depends on how we define rationality. Since he has stated that he has no concern
for future levels of utility, it is clear that, in the context of instrumental
rationality and Figure 4.1, his best choice is to opt for maximum satisfaction
today (the constraint reflects the feasible combinations of happiness today and in
the future and is common for the ant and the grasshopper). Geometrically
speaking, the grasshopper’s preferences are such that his indifference curves are
perpendicular to the horizontal axis and, therefore, his best choice is to sacrifice
all future utility for present utility. Check that these vertical to the x-axis
indifference curves imply that only additions to present utility can help the
grasshopper climb on to a higher indifference curve (i.e. increases in anticipated
future utility leave him on the same indifference curve).
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Figure 4.1 The grasshopper and the ant; two species of rational fools

By contrast, the ant currently assigns zero relative value to present utility (and



maximum value to anticipating future utility) and ends up with horizontal
indifference curves; thus unsurprisingly the highest accessible indifference curve
yields zero present utility to the ant. In other words, because of their different
preferences, the ant chooses to invest everything into his future whereas the
grasshopper chooses the diametrically opposite strategy. On the grounds of
neoclassical rationality they are equally rational since they both maximise their
utility given their constraint. (Check also that the analysis employed here is
identical to the model of time preferences and saving in Section 2.2.2.)

Winter came, the land froze, the trees lost their leaves. The ant stayed all
snugly and warm in his hole consuming as little as possible of the stockpile
of food (not because he feared that he would run out before spring but
because, as Figure 4.1 explains, the ant has no current interest in present
happiness and seeks only to survive in order to allow his future self, to
whom he is so touchingly committed, to come happily into being!). The
grasshopper, by contrast, was in a sorry state. Suffering from hypothermia
and malnutrition he crawled to the entrance of the ant’s hole and called out
for help. The ant unexpectedly did not use this as an opportunity to remind
him of their conversation but instead said: ‘The terrible thing is that I
cannot help you even though it would make me happy to do so. You see, I
am only capable of enjoying the anticipation of happiness in the future
rather than present happiness (note the shape of my indifference curves)
and therefore I can give you no food. However, I can help in another way.
There is a bush further down the road whose leaves are nourishing and
rather appetising. Unfortunately, they are also poisonous. Ten days after
you eat them you will die a very painful death. But given that you have no
concern about the future, I presume that you will eat them.” ‘Of course and
thank you for the information,’ replied the grasshopper and set off to find
the bush.

Ten days later, the grasshopper was clutching his tummy in agony
minutes away from death. Suddenly the ant appeared. ‘It saddens me’, he
said, ‘to witness the result of your rational stupidity. I bring you bad news
and good news. Which do you want first?’ “The good news,’ grumbled the
grasshopper. “Well, there is an antidote that will cure you within twenty-
four hours. That’s the good news. The bad news is that during those twenty-
four hours you will be in greater pain than you are now. Knowing you and
your preferences, you will rather not take it.” The grasshopper sighed in
agreement. ‘Farewell!’ he exclaimed as it was not (in a neoclassical sense)
rational for him to invest into his future (recall Figure 4.1).



Years later, the ant reached a grey old age and reminiscing he lamented:
‘I envy that grasshopper. He wasted his life in the name of instant hedonism
but at least he had some good moments. I, on the other hand, have wasted a
lifetime investing into a future that never came. Not once did I enjoy the
fruits of my labour as I enjoyed the anticipation of future satisfaction, never
satisfaction itself And just before he expired, he admitted ‘I envy that
grasshopper; at least he lived while he was alive.’

The Knowing how to be wise is more difficult than knowing
moral how efficiently to satisfy one’s objectives. (Aesop always
of the offered a moral at the end of each of his fables!)

story:

Seriously now, this version of Aesop’s The Ant and the Grasshopper brings
into focus the partial nature of instrumental rationality Put simply it reminds us
that one can be, in the words of a contemporary economist (Amartya Sen), a
rational fool; that is, a person who knows how to meet objectives but has no idea
of which objectives are worth meeting. One hopes that we are not like this; that
we can question our objectives rationally.

However, this species of rationality (one that helps us assess our objectives
and character) is nowhere to be found in your economics textbook. Why?
Because economics has developed a commitment to studying actions and
choices without passing judgment on the desires that they serve. How then can
the economist turn around and advise people to question their objectives (which
is clearly what Aesop wanted our two friendly insects to have done)? To put the
same point more technically, this would be like inciting people not to behave
according to the Equimarginal Principle whenever one’s utility is determined by
suspect desires (see the box on the next page for an example). Is this a problem
for economics?

Recall that the economists’ great claim is that they are about description (i.e.
pure science) rather than prescription (which is left to ethics, politics,
philosophy, religion and others). In this sense, the message from the fable of the
Ant and the Grasshopper is not a problem for economics if people are as
hopeless at questioning their objectives as Aesop’s insects (although if this is so
people are defective even if economics is not). However, if we all have the
capacity to reason, occasionally, that our current desires are dumb and not worth
acting on, then the theory has a problem because we may choose to behave in a



manner that does not necessarily reflect our current objectives. So the theory will
not be able to explain our behaviour unless it has something to say about which
objectives people are likely to reject as irrational. But this is something that
economics has consciously chosen not to do; indeed the notion of rational or
irrational objectives is not part of the economic way of thinking.

Questioning one’s objectives and the Equimarginal Principle

Imagine that someone is prepared to pay $10 for a packet of cigarettes,
$15 for two and $18 for three packets when the price of each packet is $5.
How many should the person buy? The answer provided by the
Equimarginal Principle is two (since the marginal utility from the second
packet equals its cost). Now notice the use of the word ‘should’ in the
previous sentence. Its utilisation by economists reflects their assumption
that people’s objectives are their own business and that their
recommendation takes them as given. So in so far as these objectives are
not questioned, the person ‘should’ buy two packets; and this is indeed
what economists predict the person will do. However, this is not to say that
the rational person must (or indeed should) buy two packets of cigarettes.
Perhaps what this person ought to do is decide to give up smoking after
having successfully scrutinised his or her objectives. Of course economists
would reply that it is not their job to tell people what they ought to want.
True. However, they are running a risk of doing so indirectly, albeit very
strongly, when they contend that the rational thing to do in this case is to
buy two packets of cigarettes.

Summing up, the criticism occasioned by Aesop’s parable has two cutting
edges. The first was dealt with in the previous paragraph: neoclassical theory
may not predict actual rational choices very well. There is, however, a corollary
of this which brings us to the second criticism: neoclassical theory predicts too
much! Let us be frank here. How did I touch up Aesop’s story above to link it
with the theme of this chapter? In order to present the ant and the grasshopper as
rational, I drew up two sets of indifference curves so that both their choices
became instrumentally rational.

Whatever foolish thing they had chosen to do I could always have drawn
indifference curves which would have explained why their actions were
(instrumentally) rational. Thus we see that when we observe others’ behaviour
we can always concoct certain objectives which would make that behaviour
seem (instrumentally) rational. So if you were to witness me banging my head



against the wall, you could justify that sorry sight by saying that my utility
increases with every thump of my skull against the bricks. The worry here is that
a theory which can explain everything under the sun as ‘rational’ is a theory
which cannot distinguish between the rational and the downright foolish.

4.2.3 The utility machine

Criticism is cheap when unaccompanied by concrete alternatives. Section
4.2.2 can be seen as a tawdry shot at what is in reality a pretty powerful
explanation of how people behave. Even if it gives rise to the paradoxical
possibility of rational idiots (like the ant or the grasshopper) and although it
raises interesting questions about rationality, wisdom and the importance of
thinking carefully about what we want, it may be tempting to toe the neoclassical
line and argue that, at the end of the day, the optimal choice model (i.e. the
Equimarginal Principle) is about right; that it captures most of what determines
behaviour; that humans, most of the time, try to get what they want given their
resources and that, even in the few cases when they do not, they behave as if
they did. In the end, the argument goes, we are utility maximisers most of the
time even if we do not want to be or know not that we are. Economics has
figured us out as well as one could wish.

Has it? Are we utility maximisers? There is little doubt that the above is
powerful reasoning. Yet part of us may still protest that human nature is not as
trivial. Is this due to our vanity (our need to think of our selves as more than just
computers mechanistically drawing up a balance sheet of utility and disutility), is
it that we value the irrational parts of our character or is there some rational
substance in these protests? Here is a way to answer this question for yourself—
a hypothetical that will help you decide whether you are a utility maximiser or
not.

Suppose a brilliant computer engineer comes up with the ultimate pleasure
machine. You lie on a bed, its electrodes are attached to your head and your
body is sustained artificially by means of intravenous drips and other state-ofthe-
art methods. Then the computer takes over your brain. However, there is no need
to panic. This computer is totally benign; it is your friend rather than some
mechanical monster eager to hijack your soul and render you lifeless. It reads
your preferences, understands perfectly what you value, what causes you
displeasure, and uses this information to create an imaginary life which is tailor-
made to suit your wishes.

While you are connected to the machine, you have no idea that you are lying
down with electrodes on your head looking quite pathetic: instead, you are
convinced that the images created by the computer are true. You are surfing in



Hawaii, winning the Monaco Grand Prix, proving Einstein’s relativity theory
wrong—whatever takes your fancy; such is the power of the machine. The
question now is: assuming that you were satisfied that all the above is true and
that your body would be taken excellent care of while attached to the computer,
would you agree to be strapped to the machine for the rest of your life?

Think carefully before you answer. This machine is the ultimate utility
maximiser: whatever experience you place at the top of your list of priorities (i.e.
your ordinal ranking) is the experience that you will have. And since real life
comprises a succession of experiences, the machine creates whole sets of life
experiences for us in complete accordance with our wishes. Now for the big
claim: if you decline the invitation, then your decision is fundamentally opposed
to the predominant economic view of the individual as a utility maximiser (i.e.
the neoclassical theory of Chapters 2 and 3).

So, will you join the ‘utility machine’ or not? If the answer is ‘yes’, you are
effectively in agreement with neoclassical economics that you are a utility
maximiser (since attaching ourselves to the machine is the perfect way of
achieving maximum utility). For what it is worth, you will have discovered a
theory of human nature which is simple, consistent and can be found in any
economics textbook. But if the answer is ‘no’, you have problems! Let me
explain.

One legitimate objection is that you may not trust absolutely the promise of
the medical team that, while hooked on to the computer, your body will be in as
good a state as it would normally be. Of course this is a legitimate reason for not
agreeing to join the machine even if instrumentally rational. But would you still
refuse if you could be perfectly certain that your body would not suffer any ill-
effects while strapped to the machine? If the answer is yes, then you cannot be a
utility maximiser. Why? Because by continuing to refuse you are acknowledging
that there must be something other than utility (or ‘getting what I want’) which
matters. (Otherwise you would have joined!) What is it? Could one be a utility
maximiser and still not want to join the machine even if perfectly certain that
one’s physical condition would not deteriorate?

Consider the argument that you may be utilitarian but at the same time at the
top of your preference ordering you place the well-being of | other people; that
your utility is to be gained by helping others rather than through selfish pursuits.
Not convincing! For even if you wish to help others, the machine will oblige you
in the most efficient way. Remember that the machine creates the experiences in
your brain/soul that you want it to. So, if you get your kicks from being nice to
everyone, from helping the poor and needy, from altruistic deeds, then the
machine will create such a life experience for you. Instead of feeling that you



have just won the Olympics or made it in Hollywood, the computer, faithful to
your preference ordering, will conjure up images of setting up path-breaking
medical facilities in Central Africa, of looking after millions of desperate
children and their families or whatever heart-warming images it takes to sooth
your soul.

Still no one will actually be helped by you. Is this not a good enough reason to
decline the machine’s invitation to join it for the rest of your biological life? Not
so if you are a utility maximiser. Recall the point that while you are attached to
the machine you will have no idea that you are so attached. The images in your
brain will be as real as the experience of reading these lines. Of course you may
insist that, be that as it may, you still want to help real people instead of the fake
images of real people that the machine conjures up even if the machine deceives
you brilliantly that the ones you are helping are real.

But what is real and what is fake? What if someone suggests that you have no
way of proving that your current reality is more real than the one the computer
will create in your brain? How do you know that you are not attached to some
computer as you are reading these lines which makes you think that you are, at
this moment, reading a book when, all along, you are lying on a bed with
electrodes sticking out of your skull? ‘Fine, I do not know it,” you may respond,
‘but right now, while in front of the machine, when asked to be joined to it
forever, I have a choice between what I think is a real life and the virtual life that
the computer will create for me. Even though the latter may promise a lot more
utility, I may value enormously the current belief that the life I am leading now
is real (regardless of my inability to prove it) so much so that I can explain my
unwillingness to join the machine, and thus extinguish this valuable belief, in
terms of utility maximisation.” Good point. What you seem to be saying is that
you would be happy if suddenly the computer, without asking you, were to take
over your brain (without allowing you to notice that it did so) and created a fake
life that boosted your utility. However, if you are asked to choose the machine,
you would not do so because of the large amount of utility that you enjoy
currently by thinking that you are choosing reality over the machine’s virtual
reality. Fine. But then you would have to agree to a situation where the computer
would use wireless techniques to take over your brain without your consent!

‘Hold on a second,” you might, rightly, protest, ‘Are we not getting a bit
carried away here?’ I think so too. Nevertheless please allow me to make the
point again that if you choose to shun the machine on the grounds that you do
not want to live a fake life (while attached to some machine) then you cannot be
interested uniquely in utility. You are implicitly stating that you are also
interested in something called reality however we may conceptualise this notion.



To sum up a rather complex argument, if you choose not to be linked to the
machine for life, then you cannot care only about utility. Your textbook
proclaims that the only notion of importance to the individual is utility, and since
the computer admirably maximises utility, you must accept that utility is not all
that matters to you if you are to argue against joining the machine either for
moral reasons or because of a commitment to ‘reality’. You must concede that
there is something outside utility that matters.

But were most of us to think this way, the neoclassical model of rational
choice would have failed at describing human behaviour. Moreover if we were
to have a rational explanation of why we refuse to join the machine, economists
can no longer claim that violations of their Equimarginal Principle are evidence
of irrationality. So, can we offer a rational explanation of why we would shun
the utility machine? Is there anything other than utility that it makes sense to
care for?

4.2.4 The first reason for shunning the utility machine: the fluidity of desires

Joining with the machine for ever would mean that we entrust our lives to our
desires (since the machine does no more than to create a life in the image of our
current desires). One reason why we may not want this to happen is a concern
that our current desires are a bit naff—recall the Ant and the Grasshopper. Here
is a similar example.

Ronald does not attend classical music performances. Figure 4.2a
explains why: the relative price of such tickets, in terms of all other prices,
is shown by the slope of Ronald’s budget constraint. The flatness of his
indifference curves is indicative of how little classical music appeals to him
and confirms that his optimal choice is to spend absolutely nothing on it
(point A).

One day his boss changes his constraint to that in Figure 4.2b; that is, the
top part of the constraint (corresponding to the region between 0 and 1
concert) disappears. How? By demanding that tonight Ronald will take an
important client to the concert hall. If he refuses, he loses his job and
therefore his income (in which case his constraint collapses to the origin if
Ronald chooses less than 1 concert). A disgruntled Ronald takes his seat at
the concert hall when the curtain rises and, for the first time in his life,
Ronald is immersed in the music of Mozart.
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Figure 4.2b Ronald’s choice after his boss forced him to go to the concert and
his indifference curves changed as a result of the experience

He is stunned! All of a sudden he realises that something has changed in
him. Classical music is not boring and fit for geriatrics only; it is exciting
and full of energy. He walks out of the hall and all night he can think of
nothing else than that last movement. The next day he goes to his local



record store and buys as much Mozart as he can afford. Then he checks the
concert guide and books himself a seat for the next concert. To put the same
story in economic language, his indifference curves have undergone a
substantial rotation following the concert (see Figure 4.2b) which means
that he is now a consumer of classical music (notice how his new best
choice is point B in Figure 4.2b).

‘So what?’ you may ask. Well, when preferences and choices become
interdependent, the neoclassical model finds it much harder to predict what we
will do. In basic dilemmas (e.g. selecting different bundles of apples and
bananas) we find what the individual will do given preferences, prices and
income (via the Equimarginal Principle). In this example, however, such
information is inadequate. To predict that Ronald would buy classical music
CDs we also needed to know the extent to which the (forced) consumption of
one concert would affect his preferences. To put it briefly, when choice
contaminates preference the theory (as presented in Chapter 2) is inadequate.
This is so because the theory assumes that it is only preferences that affect
choices and not vice versa. When the road linking the two becomes a two-way
street, the theory is helpless unless it can say something about the second
direction: that is, about how our experiences affect our desires. Unfortunately
this is not something which the model in your textbook can handle.

Let us see how this point (the interdependence of preference and experience)
offers the first reason for refusing the utility machine’s invitation to join it for
life: it is quite simple. Ronald had no desire for classical music (witness Figure
4.2a) initially. Had he submitted his body and mind to the machine, the virtual
reality that the latter would create to make him happy would not include the
experience of Mozart’s music and the subsequent transformation. The computer,
faithful to the preferences he came with, would continue to fulfil these
preferences and would never expose him to the concert hall magic since its
programming prohibits it to brainwash him (i.e. to create new preferences).
However, some of us look forward to unexpected changes to our preferences;
changes that it is impossible to anticipate. It is the delicious expectation of an
everchanging, developing self that gives us an important confirmation that we
are not machines; that our human condition is pregnant with unpredictable
possibilities. For those who value this feeling more highly than preference
satisfaction it makes perfect sense not to join the machine; for they neither
maximise utility nor do they think they ought to.

4.2.5 The second reason for shunning the utility machine: looking for



happiness is not like looking for gold

The second reason why some of us would not join the machine for life is that
the search for happiness presents problems unfamiliar to gold-diggers: when
they find gold they have an objective test for testing whether it is real or fool’s
gold. However there is no such test for happiness! A fool can be genuinely
happy for tragic reasons (recall J.S.Mill’s words from p. 81 in Chapter 3). The
second reason is that happiness is not only difficult to identify but also it is a
pretty weird experience to boot. Take for example that evening back in the 1960s
marked by a truly remarkable phenomenon: millions of Americans cried almost
simultaneously. Lassie (the popular canine TV-star) had died in the final episode
of the series. To have cried they must have been upset (clearly they had not shed
tears of joy). Yet they had, of course, chosen to watch the programme and it is
unlikely that they regretted that choice.

How can we reconcile their grief with the thought that they gained utility from
watching the programme? Does grief produce utility? Surely no one places
sorrow at the top of their list of priorities and seeks its attainment. Could it be
that it was the unexpected grief, the shock, that they valued and that afterwards
they wished that Lassie had not met her death? What if the next day the network
were to announce that the final episode was not what the creator of Lassie had
intended but, instead, that it was a pirate copy that was never meant to be
screened? Would the grieving millions welcome such a development? Doubtful.
What is interesting in this case is that viewers enjoyed the sadness the episode
caused and were not willing to erase it.

Happiness is indeed a strange experience. Whenever we go to the movies, or
read a book, perhaps we choose the author or director in a way the neoclassical
model describes (that is, with a view to satisfying our senses or increasing our
utility). However, the moment we start watching or reading, our enjoyment will
be spoilt if we are in control of the plot. Effectively, we demand that we do not
have a choice as to what happens in the movie or book. We may even choose to
watch a horror movie because it paralyses us for two terrifying hours. Painful the
scenes and passages may be but, if well written/ made, we enjoy them.

I can’t get no satisfaction
Mick Jagger and Keith Richards, Rolling Stones, 1965

So although we would love a machine that does our chores, lessens pain and
alleviates suffering, we do not necessarily wish for a life of no pain, no suffering
and no chores. Such a life would be dull and likely to end by suicide. Happiness



is thus best supported by unplanned frequent excursions into its opposite
(whatever that may be). Consequently a machine that simply filters out all that
we place at the lower part of our list of priorities is incapable of generating a
truly happy life because joy and pleasure may be parasitic on pain and grief.

Put differently, it may be impossible surgically to segregate the good from the
bad experiences. However, notice that the utility machine needs such a
separation as an input so that it can decide which experiences to expose you to
and which to withhold. Unlike real life, which is not guided by a preference
ordering, the utility machine cannot possibly tread the thin dividing line between
pain and pleasure, utility and disutility, horror and edification. Thus life while
attached to it may be free of pain but also devoid of the problematic pleasures of,
say, a Dostoevski novel. Who is to say that choosing to shun the machine (i.e.
caring about things other than utility generation) is irrational?

4.3 Happiness, freedom and creativity

4.3.1 Sour grapes and manufactured desires

The ant, the grasshopper and Ronald’s concert hall experience have already
shown us that there is more to the good life than preference-satisfaction. Lassie’s
TV death alerted us to the futility of attempting an all-purpose and globally
meaningful definition of utility (i.e. a separation of utility from disutility). But if
we do not maximise utility, what on earth do we do? Let us consider the opinion
of Bertrand Russell, on this matter:

All human activity springs from two sources: impulse and desire...
Children run and shout, not because of any good they expect to realise, but
because of a direct impulse to running and shouting...Those who believe
that man is a rational animal will say that people boast in order that others
may have a good opinion of them; but most of us can recall occasions when
we boasted in spite of knowing that we should be despised for it...When an
impulse is not indulged in the moment in which it arises, there grows up a
desire for the expected consequences of indulging the impulse. If some of
the consequences which are reasonably expected are disagreeable, a conflict
between foresight and impulse arises. If the impulse is weak, foresight may
conquer (acting on reason); conversely, either foresight will be falsified,
and the disagreeable consequences will be forgotten, or, in men of a heroic
disposition, the consequences may be recklessly accepted.... But such
strength and recklessness of impact are rare. Most men, when their impulse
is strong, succeed in persuading themselves, usually by a subconscious



selectiveness of attention, that agreeable circumstances will follow from the
indulgence of their impulse.

If Russell is right, behaviour cannot be explained by a model concentrating
exclusively on desires. Even if we agree that impulses create desires, they cannot
be reduced to desires. He makes two important points: first, there are many
actions that are supported only by a drive, an impulse, an emotion (as opposed to
a desire or the urge to happiness). Second, our rationality is not just an
instrument for getting what we want: it is also a tool for convincing ourselves
that we wanted what we got! This second point is a great threat to the
economists’ model which portrays choices as the rational responses to
wellordered desires. Russell, by contrast, suggests that we often act on impulse
(without good reason) and only then subconsciously concoct a desire that could
have motivated our choice. If this is how things work, a theory of choice putting
preference and reason in the driving seat is a sad extension of our capacity for
self-deception.

Sour grapes

As always very few thoughts are original. Russell’s view was expressed
brilliantly many centuries ago by Aesop’s Sour Grapes fable. A fox is
walking by a vineyard. She sees some grapes hanging above and she wants
some. She jumps repeatedly but fails to reach them. Then she decides that
she did not want them anyway: ‘They must have been sour,” she muses. A
typical case of altering our preferences in order to live with the fact that we
cannot have what we want. (This is what is known today as ex post (after
the event) rationalisation.)

Children run and cry, adults laugh, both compulsively purchase commodities
that they neither need nor really want, ignorant armies round up civilians,
millionaires are caught shoplifting, students daydream: such behaviour cannot be
explained in any deep sense by the economist’s model. Yet the economist can, if
pushed, create a list of desires that would have produced such behaviour.

Looking for reasons after the choice

A marketing study found that 93 per cent of those who had read the
whole text of a full-page newspaper advertisement for a well-known brand
of car were recent buyers of that make and model of car. Why did they read
it? After all, they had just bought that car.




The answer given by psychologists is that after a hard choice people
often want to find reasons for their choice (ex post rationalisation). Thus
they read texts exalting the virtues of the car they have chosen.

Of course these lists are mere illusions of reasons, just like the reasons we
often create in our heads in order to justify our actions. The big question is: how
is the melange of desires, impulses and emotions manufactured? And this is a
question that the economist’s model has neither an answer for nor much of an
interest in. One thing is certain: to argue that, in the end, our life is reducible to a
list of priorities (called utility function) is unsatisfactory from both a
philosophical and a psychological view. Economists can claim lots of things;
they cannot claim, however, to have rendered philosophy and psychology
obsolete.

4.3.2 Creative self-manipulation and identity

Faced with our own complexity (which economists unkindly, and arguably
incorrectly, refer to as irrationality), we nevertheless often find amazing reserves
of ingenuity with which to counter it. Homer tells the story of Ulysses who,
while sailing home on his return from Troy, came across the Sirens. He knew of
their magnificent song which had a reputation as the ultimate in melodic
splendour. But he also knew of the harrowing fate awaiting those who, lured by
the song, landed in the Sirens’ trap. Not wishing to jeopardise his safety, but also
unable to resist the temptation to indulge his ears, he instructed his crew to tie
him tightly on the mast, plug their ears and ignore his protests until the ship was
miles away from the Sirens’ island. Thus, he shrewdly achieved the best of all
possible worlds by restraining himself from doing what would have been, at the
same time, utility boosting and fatal.

Soul-searching reveals that we all have at times attempted, mostly without
Ulysses’ proficiency, to bind ourselves on imaginary masts. When we
deliberately leave home without our credit card, knowing that otherwise we will
spend more than we ought to, we are retracing Ulysses’ moves. What we attempt
is to satisfy our desires taking into account the dangers of impulsive behaviour.
Have we salvaged, at least partially, the utility maximisation principle? Consider
the following application of the Ulysses strategy. I have an economics
assignment to complete by tomorrow morning but before going home to work on
it, you ask me to join you for a drink or two at the bar. I want to come but I fear
that I cannot trust myself.

Although I would like to join you for a couple of drinks, I know that after the



first two drinks I will want more and, for obvious reasons, the assignment will
never be completed. Thus, I fear the impulse that will change my preferences in
a manner that will lead to my intoxication. Enter the Ulysses strategy. What if I
give you all my money and instruct you to buy me only two drinks? If I ask for
more, you should say no! Supposing this ploy works, I will have creatively dealt
with my impulse before it materialises and I will have thus maximised my
utility. However, consider your position if I were to tell you the following after
the two drinks:

I know I have instructed you not to buy me a third drink. Thank you for

being such a loyal friend but now the time has come for me to reveal the
truth. The reason why I am studying economics is that I have always been a
timid, pathetic person amenable to social and family pressure. In reality, I
always knew that I should be an artist but never had the guts to take the
risk. Now that I have had the first two drinks I have loosened up and I can
safely say that this is it. No more economics!
Thus, the real ‘me’ is now in command and instructs you to give me my
money so that I can have a few more drinks in order to find the courage to
do what is truly in my best interest: to drop economics and tell my parents
that I want to be an artist.

Well, this puts you in a terrible dilemma. When I claim that the self with
authority to speak on my behalf is the current, slightly intoxicated one, how do
you react? Do you believe me or do you remain loyal to my previous self? The
answer is that if we stick to the neoclassical story there is no answer. For how
can we compare the relative merits of the two selves? Based on utility
considerations alone it is impossible to know which self has more merit. (Note
the similarity between this problem and the question of intertemporal utility
comparisons discussed in Chapter 3.) Something else, like moral judgment, is
needed and utilitarianism is incapable of providing it. It is this missing link
which may provide further explanation as to why I would feel reluctant to join
the utility machine of Section 4.3.1.

Individuals and organisations

Economists acknowledge that organisations may find it difficult to have
well-defined preferences in view of the diverse interests of their
constituents (see Chapter 8). There is even an argument that organisations
often thrive on this inconsistency. On the other hand, economics assumes
that rational individuals must have wellordered priorities which must guide




their actions mechanistically. My friend and colleague Shaun Hargreaves
Heap (1989) has argued that the economic theory of human choices would
improve if economists treated individuals in the same way they treat
organisations—as complex ‘systems’ with fluid and incommensurable
motives.

4.3.3 Utility maximisation and freedom

Two competing views of human nature have emerged so far. One is the
textbook’s Homo economicus: a consumer of utilities whose optimal choice has
nothing to do with preference creation and everything to do with preference
satisfaction. The other portrays the individual as an exerter, a creator, a being
whose character is shaped by her actions and by the actions of others. Although
they are both interesting creatures, it is only the second type that qualifies in my
eyes as autonomous, self-determining, real and (most importantly) as capable of
being free. If this is right, to be free requires the capacity to differ from the
model of women and men in economics textbooks. Of course this is a big claim
in need of justification. Let me try to provide it beginning with a simple
question: what is freedom?

In our days freedom has (thankfully) made it big: the talk everywhere is of
free speech, free trade, free markets. An obvious meaning of that short word
‘free’ is: the absence of constraints—one’s ability to do what one wants. But is
this a sufficient definition? If it were then the utility machine would be the
ultimate liberator (since it is programmed to maximise your utility by removing
all constraints). However, just as one can act foolishly while maximising utility
(remember the ant and the grasshopper), one can be a happy slave. Thus
untrammelled utility does not guarantee freedom. Consider the following
example.

Suppose you and I are involved in a dispute about how to share 1 million
dollars. You press a button and my brain is reprogrammed to loathe money What
will happen? It is then best for both of us that you receive all the money By
changing my preferences, you have set both of us free since both you and I can
now get what we want (you get the money and I get the chance to avoid the
money). According to the definition of freedom which equates freedom with the
absence of constraints I am as free as you are. According to another account,
however, you have turned me into a happy moron who gets what he likes and
likes what he is getting.

On this account, instead of freeing me, by allowing me to maximise utility,



you have turned me into the ultimate slave. This gives us yet another reason of
why one may rationally decide not to maximise utility and shun the utility
machine: we suspect that, rather than setting us free to ‘enjoy’, the machine will
deny us the quintessence of our freedom. Whether this is what the machine does
depends on how we understand the concept of liberty. If we think of freedom in
terms of economics textbooks, the utility machine sets us free. If not it represents
the definitive form of totalitarianism. Just imagine a world in which we all lie
down in huge hangers attached to a vast pleasure machine!

4.4 Conclusion

As explained in the Preface, the third chapter in each of the three parts of
Book 1 plays devil’s advocate and criticises the economic textbook’s contents.
The current chapter fulfilled this task by taking plenty of shots at the textbook
(i.e. neoclassical) theory of choice. Has it been a gratuitous exercise or is there a
good reason for being critical? Obviously I would claim the latter. Take a look at
any textbook. In a few brief paragraphs it dispenses with the central question
which has been occupying philosophers, political scientists and intellectuals for
centuries: what does it mean to act wisely in a social context?

The economist’s answer to that momentous question is not only extremely
narrow (see Chapter 2) but also annoyingly arrogant. Rationality is defined in
often no more than one sentence, motivation is dealt with in terms of a
preference ordering (culminating in indifference curves) and best actions (or
choices) are expressed by means of the Equimarginal Principle. The student will
be excused to think that these are all technical issues to be learnt
mechanistically.

Perhaps economics does not need to delve into more sophisticated philosophy
or psychology in order to produce demand curves and economic theories of
prices, purchases, etc. (I shall be returning to this question in Chapter 11).
Nevertheless there is no excuse for textbooks to pretend that the questions on
rationality, wise choices or the source of desire have been answered by the
economic approach. Furthermore there is less excuse for not even mentioning
the limitations of the offered approach or for marketing the economists’
epidermic approach to human nature as the authoritative model of men and
women.

The purpose of this chapter was to counter this arrogance. In Chapter 3 we
saw how economists borrowed the concept of utility from political theorists (like
Jeremy Bentham) in order to create a ‘science of society’. Utility lost its
humanist dimension (perhaps inevitably) and the warnings of early utilitarian
philosophers like J.S.Mill (see box) were forgotten. In this chapter a series of



parables illustrated the dimensions of humanity that have been left out of the
economic approach.

Progressive utility

I regard utility as the ultimate appeal on all ethical questions; but it
must be utility in the largest sense, founded on the permanent interests
of man as progressive being.

John Stuart Mill, On Liberty, 1859

Why is all this important? Because of the power of indirect indoctrination.
When we, the teachers of economics, tell our students that here is a model of
how rational persons behave (and perhaps ought to behave), it is not
unreasonable of them to think: ‘If I am not that kind of person then I must be
less than rational.” This would be a tragically misleading message which needs
to be strangled at birth. For instance it is a favourite tactic of economists to
concede that their model is not always accurate because people are not as
rational as their theory assumes. Some concession! In reality, although it is true
that humans may lack the computational capacity of a computer (and thus the
ability to behave according to the Equimarginal Principle with precision), often
we do not behave according to the economists’ theory because our rationality is
more sophisticated than that which the economic model (or any computer) can
understand.

Two simple examples of our superior rationality (as compared to economies’
instrumental rationality): (1) we subject our desires to our reason; (2) we even
manipulate them when we deem them unfit. Also we understand that our
preferences are frequently manufactured and take steps to secure our autonomy
from advertisers and other sirens who are after our minds and souls; in short, we
do things that Homo economicus cannot even dream of (come to think of it,
Homo economicus, being just a bundle of preferences, cannot dream, laugh, be
embarrassed or feel shame). Thus if the economist’s model does not predict our
behaviour very well this is so as much because we are more clever than the
model as it is because we are less skilled than a computer at calculating costs
and benefits. And this is a message that needs to be broadcast loud and clear.

Debate as a precursor to free choice



Liberty, as a principle, has no application to any state anterior to the
time when mankind have become capable of being improved by free
and equal discussion.

John Stuart Mill, On Liberty, 1859

In short this chapter has endeavoured to warn beginners that priceless virtues
such as human autonomy, creativity and liberty (of the type J.S.Mill refers to in
the box above) are not to be found in the economist’s repertoire. Later (see Part
3) we shall find that the economic approach has serious problems in providing
guidance on matters such as social justice and well-being. Could it not be that
the root of these problems lie in the rather misanthropic model of men and
women on which economics trades? We shall see.

In the meantime, it is useful to end this chapter by pondering a paradox. On
the one hand, as already noted, economics is replete with eulogies to freedom
(particularly of the market). However, on the other hand, the type of freedom
that economics textbooks talk about is compatible with the science fiction image
of rows and rows of persons attached to a pleasure machine which bombards
them with utility (or, to be more respectful to ordinal utility, which keeps them at
the very top of their preferences ordering). Less apocalyptically, it is consistent
with a society in which individuals’ ideals have been reduced to purchasing
commodities in gigantic shopping complexes guided totally by cravings
manufactured in elaborate marketing clinics. Perhaps the most helpful
conclusion to draw from all this is that the economic textbook’s model of
rational choice is the culmination of the logic unleashed on the world by the
emergence and domination of market societies (see Chapter 1 again). One
question is worth keeping in mind when immersed in that logic: is a happy slave
(a slave of feudal masters or, today, of the advertisers) capable of being free
(whatever that person’s utility level)?

So, if freedom is more than just desire-fulfilment what does it mean to be
free? No one has the definitive answer but here is a suggestion: individual
freedom may be the capacity to act freely, not only in order to satisfy the
preferences that are there already (the utility machine can do this admirably), but
in order to create new and better preferences—in order to improve one’s self.
We can do this only if we care about more than the indulgence of our current
desires. This is of course not to say that we are masochists and that we derive
utility from the actual sadness we get from reading a bleak novel or watching a
melancholy film. Think of the bliss of the marathon runner who has just finished



first at the Olympics. Could this bliss be the same had the pain been removed by
some undetectable superdrug? No way. And yet this is not to say that the athlete
enjoys the pain. Instead what seems to be happening is that grief, pain and
sadness help us to reorient ourselves, to excavate parts of ourselves (even
preferences) we never knew existed, to create new ones and to see the world
through everchanging eyes. The right to such a complex experience may be
freedom.

The joyless ownership

During the 1993 bush-fires in areas of south-eastern Australia where
forests were devastated but no houses or farms affected, the media often
reported that ‘thankfully no property was lost’. This is not inconsistent with
the general trend in market societies of forgetting how to derive satisfaction
without direct consumption or ownership. For some this is a loss for
humanity; a diminution of freedom even. Karl Marx, in his usual polemical
style, had issued a warning which the economists’ model of human
behaviour cannot heed.

Private property has made us so stupid and one-sided that an object
is ours only when we have it—when it exists for us as capital, or when
it is directly possessed...the human being had to be reduced to this
absolute poverty in order that he might yield his inner wealth...The
increase in value of the world of things is directly proportional to the
decrease in value of the human world.

Karl Marx, Capital, Volume 1, 1867

Returning for the last time to the economic theory of rational choices, it seems
that its main defect is an inability to recognise the richness of the human
experience and thus to mistake appropriation of utility for freedom. It is true that
animals act purely on desires created by impulse. And these desires guide their
actions in a definite way. However, what distinguishes us from other animals is
our capacity to base our choice, not only on preferences over outcomes (e.g.
consumption bundles), but also on preferences over preferences. Unlike cats and
mice we have the capacity to think to ourselves: ‘Should I want this?’ or ‘I do
not like jazz music but I wish I did’ or even ‘Last year I was so immature! Thank
goodness I no longer care about whether I lose another 3 kg or not.” So, be
warned: the neoclassical economic model in your textbook cannot handle the



complex motivation which makes life worth living. If this is right, then perhaps
the economists’ theory of behaviour is very well suited to mice and intelligent
computers. We, humans, need a much richer theory!

Rat choice theory!

John Kagel and three collaborators proved that mice are keen followers
of the neoclassical theory of choice. In their 1981 paper (published in the
Quarterly Journal of Economics), they report on an experiment involving a
male rat who was confined for days in a cage in which there were two
levers. Every time the rat pressed one lever, a fixed amount of food was
dispensed; each time he pressed the second lever, a fixed amount of water
was made available. Pulling those levers was the only means the rat had to
get food and water. The experimenters controlled the total number of
releases of food or water so that, after say ten releases, no more food or
water would be dispensed during that day.

This total number was the rat’s daily ‘income’. They also controlled the
number of leverpresses it would take to release water or food. For instance,
on some days the rat would have to press the food-lever twice to get some
food whereas one press of the other lever would suffice for some water.
Assuming that the rat preferred fewer leverpresses for a given quantity of
food or water, the ratio of the leverpresses necessary to get food and water
respectively was equivalent to the relative price of food and water.

After a few days of experimentation, the rat would discover his most
preferred mix of food and water given his ‘total income’ and the ‘ratio of
prices’. Then the experimenters would alter his ‘income’ and ‘relative
prices’ in order to discover whether the rat behaved in a manner compatible
with the neoclassical model of choice. Their main finding is that, indeed,
the rat’s behaviour was consistent with utility maximisation! Whenever the
ratio of prices changed, he would alter his consumption of food and water
by consuming more of whichever became ‘cheaper’.




Part two

Production and markets



Chapter 5

Review: textbooks on firms, production and
markets

5.1 Firms and the Equimarginal Principle

Surprised that the Equimarginal Principle is back? You shouldn’t be. The
theory of choice in Part 1 was designed to apply regardless of what is being
chosen. We have already seen how consumers were modelled as boxes which
digest commodities (or, more generally, experiences) as inputs and produce
utility as output. If we think of these boxes as firms then the inputs are the
‘commodities’ used during the production process (e.g. labour, land, machines,
raw materials) and the output is the commodities that come out of the production
line (Figure 5.1). So, in exactly the same way that the Equimarginal Principle
relates how the first box (i.e. the consumer) can get the most output (i.e. utility)
out of the inputs (e.g. commodities), it can also explain how the second box (i.e.
the firm) can get the most output (i.e. commodities) out of its inputs (e.g. land,
labour, machines).

5.1.1 The nature of a firm’s inputs

Why do firms exist?

Why does a large firm like Ford have many different factories which
exchange commodities (e.g. car parts) with each other but without using the
market? For example the Spanish branch of the company produces
gearboxes which are then added to a car made in Ford’s German factory.
Yet the latter does not buy the gearbox from the former. In effect, the firm
has substituted the market. But if the market works so well, why does the
firm do this? Indeed, why does the firm exist at all? Why do people not do
everything through one to one trading and, instead, work in groups called
firms?

The answer given by Ronald Coase (who won the Nobel Prize in




economics primarily for this thought) was that transacting at the
marketplace has its costs; e.g. the time it takes to haggle, the risk that you
will purchase a good of inferior quality, the possibility that when you wish
to buy some part it will not be available in sufficient quantity at the market
etc. A firm, according to Coase, will expand until the cost of organising an
extra transaction within the firm becomes equal to the cost of carrying out
the same transaction by means of an exchange on the open market. It stops
growing when the cost of organising internally the next activity (e.g.
building a new gearbox) exceeds the transaction cost of buying it in from
some outside supplier (e.g. an independent gearbox manufacturer). Notice
how in the last sentence the size of the firm was explained by means of the
Equimarginal Principle.

Experiences

> consumer  ——  Utility
e.g. consumption
of commodities =
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Figure 5.1 Firms as consumers

What are the inputs to a production process? At first we notice the raw
materials (such as minerals, electricity, etc.) which are, clearly, commodities
traded in markets just like apples and oranges. Then we observe the main factors
of production which are also presented by neoclassical economists as
commodities. For example, there are the workers who labour over the production



line using machines in order to fashion final commodities out of raw materials.
Are these people commodities? Are the machines, or the conveyor belt itself, a
commodity? Is the land on which the factory stands a commodity?

As Chapter 1 suggested, these factors have not always been commodities.
Indeed it was the transformation of these factors into commodities which
coincided with the rise of industrial, market-based societies (that is, capitalism).
Nevertheless one might say that, since the industrial revolution is behind us, we
are free to treat factors of production as commodities. However, doing so
introduces a small, yet significant, complication that we must attend to.

With reference to the diagrammatical analogy above between the models of
the consumer and of the firm, the treatment of production factors as commodities
necessitates that the firm is not thought of as the owner of these factors. Let me
explain this subtle point: in the case of consumers, they buy commodities and
then proceed to consume them. In effect the consumer acquires property rights
over the consumption ‘inputs’.

By contrast, the firm is not modelled as the owner of its inputs. Imagine the
controversy the following statement would cause: ‘Coca Cola owns its
workforce.” No, firms hire units (or hours) of labour from its rightful owners: the
workers. Although capital and land can be owned by the firms uncontroversially,
again it is more helpful for the theory to imagine that firms are renting the land
and the machines which they need. Why? Because the theory wants to pinpoint
how much land or how many machines the firm should want to utilise at every
point in time. If the firm already owns a fixed quantity of land and capital which
it always uses, then what is the point trying to find out how much of these
factors the firm ought to employ?

Of course you may point out that firms often do own their land or machines.
Well, economists can live with this happily. Their objective is to remind us that
land and machines have opportunity cost. Therefore, even if firms own their
land, under-utilising it may be costly in the sense that the firm might increase its
returns simply by leasing part of its land to someone else who could make better
use of it. So even when a firm owns the machinery or the land it uses, economic
analysis imagines that they are being leased by the firm (even if it is leasing
them to itself!).

To recap, in economic theory consumers (excepting thieves) are assumed to
own commodities before consuming them. Firms on the other hand do not own
the factors of production which they ‘consume’; instead they hire them.
However, they do own the commodities churned out by the production line and
traded at the market later. Why is this an important observation? For two
reasons. First, because it helps us understand what the theory of the firm is trying



to do: it attempts to tell a story about how firms select amongst different
combinations of factors in order to minimise the cost of producing a certain
quantity. The idea that firms make this choice amongst hired factors of
production allows us to consider quantities of land, labour and capital which the
firm might not presently own (or which it owns but chooses not to use and,
instead, lease to others).

The second reason is political. As we shall see in Chapters 6 and 7, this
conceptualisation of the firm as a non-owner of land, labour and capital creates a
very specific image for business. If business does not own anything, what is its
role? Quite naturally, embarking from this description of the firm, one comes to
the conclusion that the role of business is to coordinate the activities of the
factors of production; to be something of an orchestra conductor. Well, this is a
pretty flattering image which I would not mind at all if I were, say, the European
owner of a mine in Africa but which I would contest if I were one of the miners.
However, we had better leave the politics to one side until the end of this
chapter.

5.1.2 The firm’s choice of input combinations

Remember how the consumer’s best choice between different baskets of
commodities was determined by the Equimarginal Principle? Well, the same
principles apply to the firm’s choice between different combinations of factors
of production. Firms like consumers have budget constraints. Their inputs are
commodities and come at a price per unit. Moreover firms have a certain amount
of money which they are prepared to lay out in order to purchase inputs.
Naturally in the same way the consumer tries to extract as much utility as
possible from a certain budget, firms try to ensure that for a given expenditure
on inputs (e.g. labour, land) maximum output will be produced.

Of course there is an important difference between the consumer and the firm:
Whereas the consumer craves utility for its own sake, firms are assumed to care
about output only because of the profit they can make from selling it later. None
the less provided the firm can count on being able to sell its output at a certain
price (or range of prices), the choices of consumers and firms can be analysed
using the same model. So, for our purposes, the analysis of how firms behave
can proceed along the lines of diagrams which differ very little from the
indifference curves and budget constraints of Chapter 2.

Looking at Figure 5.2 we find a picture very similar to that of Figure 2.4 in
Chapter 2. Only here the axis depict not commodities to be consumed by some
imaginary consumer but, instead, factors of production (e.g. labour and
machines) to be hired by some firm. As for the curves resembling indifference



curves, they are called isoquant curves (from the Greek word iso which means
‘equal’) because they correspond to the combinations of the quantities of the
factors of production (in our example labour and machinery) which give rise to
the same quantity of output. Thus just as all the points of an indifference curve
generate the same level of utility for the consumer, all the points of an isoquant
produce the same output for the firm. For example, 6 units of capital (i.e.
machines) and 1 unit of labour produce 100 units of output but so do 2 units of
capital and 12 units of labour (see points A and E in Figure 5.2).
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Figure 5.2 A firm’s trade-offs

Isoquants and their slope: the marginal rate of technical substitution

The slope of an isoquant reveals the firm’s production capabilities in the
same way that an individual’s indifference curves reveal her preferences. In
Figure 5.2, at point A the firm produces 100 units making use of 6 units of
capital and 1 unit of labour. If it were to reduce its capital by 1 unit without
reducing its output, it would have to increase its labour utilisation by about
1 unit; a rate of 1/1. This rate (i.e. the rate at which it must increase its
utilisation of one factor in order to compensate for the loss of a small
amount of the other factor) is called the marginal rate of technical
substitution. It turns out that the geometrical depiction of this rate is the
slope of the isoquant. (Just as the consumer’s marginal rate of substitution
coincided with the slope of her indifference curve.) Check that at point D,




1
for example, the marginal rate of technical substitution is 3.

To sum up so far, the isoquants capture the production process of the firm by
translating different combinations of inputs into different levels of output. The
question now becomes: how does a firm choose between these combinations?
Quite obviously it must first ask itself how much money it wishes to spend on
inputs and what are the prices (rental prices, that is) of labour, capital, land and
so on. Suppose that in our example the firm wishes to produce 100 units of
output, each unit of capital costs $10 per unit per period to hire, a unit of labour
is half as expensive at $5 per period and that the firm can afford to spend $60 per
period on capital and labour. Since the planned output is 100 units, the firm
needs to get on the isoquant joining points A, B, C, D and E. Consider each of
these combinations in turn: A and D each costs $65 while B and C cost $60.
Clearly combinations A and D cost more than the firm’s budget while B and C
are not only affordable but can also generate exactly the same amount of output
(since all these points belong to the same isoquant).

Observing Figure 5.2 more closely we can discern geometrically the reasons
for which combinations B and C make a lot more sense than A and D. Starting at
A, if the firm were to reduce its utilisation of capital by one unit, how many
more labour units would it need to employ in order to remain on the same
isoquant? Answer: 1 extra unit of labour, that is the marginal rate of technical
substitution equals 1/1. But we do know that labour units are half as expensive
as capital units to hire. Therefore the firm should definitely proceed with this
substitution from A to B since it can replace an expensive capital unit with a
cheaper labour unit without any loss in production. Similarly, if the firm were to
begin at point D, it is easy to show that a move to point C would be sensible.
Think about it. At D the firm would be employing 7 labour and 3 capital units.
How many labour units would it need to give up in order to employ an extra
capital unit while still producing 100 units of output? Answer: 3, that is, the

marginal rate of substitution is ‘f? This means that the firm could rid itself of 3
labour units (and thus save $15 per period) and in their place hire an extra unit of
capital at two-thirds of the cost (i.e. at $10). A cost minimising firm would
certainly do so.

In conclusion, capital—labour combinations B and C make sense while A and
D are unacceptable. But which is better? B or C? The answer is that they are
equally good since they cost the same ($60 per period) and produce the same
output. This result is confirmed by, what else, the Equimarginal Principle.
Recall what it had to say in the case of consumer choices in Chapter 2: select the



combination of quantities of two commodities such that the marginal rate of
substitution comes as close to the ratio of prices as possible. Surprise, surprise
this is also what is happening here. What is the marginal rate of technical
substitution between points B and C? Figure 5.2 clearly shows that it equals %5.
And what is the ratio of prices of labour and capital? It is also ¥%. No wonder
combinations B and C seem better than the rest. They have the endorsement of
the ubiquitous Equimarginal Principle!
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Figure 5.3 Efficient input choices

Is there perhaps a better combination than either B or C? Possibly. Figure 5.3
zooms in and looks more closely at the combinations lying between points B and
C. One of these points is X.

Immediately we notice that X costs just as much as B or C. Thus there is no
doubt that it is affordable. Is it preferable though? The answer is a resounding
‘yves’. For it is clear that X lies above the red isoquant joining points B and C
(which corresponds to output of 100 units per period); therefore X produces
more output than either B or C even though it costs the same (notice that it lies
on a higher isoquant which corresponds to 105 units of output per period). To
see this another way, suppose the firm were to begin at B. Should it reduce its
utilisation of capital by half a unit? If it were to do so, how much more labour
would it need to employ to keep output constant? Answer: less than one unit of
labour (i.e. an extra quantity of labour equal to line segment HY). But if it gives
up this half a unit of capital (i.e. BH units of capital in our diagram), the firm can



afford to purchase one whole extra labour unit (i.e. go from point H to point X);
that is, half a labour unit more than it needs to keep output steady at the same
level as at B. Thus by moving from point B down along its budget line (or
constraint) towards X, the firm will be increasing output from 100 to 105 units
per period at no extra cost. Under what circumstances will the firm have no
opportunity to improve its situation further? The answer is: if it is at a point such
as X where there is no room for further improvement of the sort we just
described. Diagrammatically this means that, at the firm’s best combination
given its budget, one of its isoquants will be tangential to its budget line—as at
X. Analytically, this is a restatement of the Equimarginal Principle which was
fully developed in Chapter 2 (see box below).

The Equimarginal Principle and a firm’s choice of inputs

All we need here is a restatement of the Equimarginal Principle from
Chapter 2. Compare Figures 2.5c and 5.3: the best choice of inputs for the
firm is achieved when the slope of the isoquant equals the slope of the
firm’s constraint. That is, when the firm’s marginal rate of technological
substitution equals the ratio of input prices.

In conclusion, the only combinations of factors the firm will consider,
irrespectively of how much it wants to spend on inputs or how much output it
wants to produce, will be those resembling X; that is, they will contain quantities
of capital, labour, land etc. such that the marginal rate of technical substitution
will equal the ratio of factor prices or, diagrammatically, they will be points of
tangency between the firm’s budget line (or constraint) and an isoquant. So, let
us examine what will happen as the firm expands; that is as it spends more and
more on inputs in an attempt to produce more and more output. In Figure 5.3 the
assumption was that the firm had about $60 per period to spend. Suppose that
was the case two years ago. Last year business boomed and it decided to spend
$80. This year its expenditure increased further to $100 per period. How would
its demand for capital and for labour units change from one year to the next?
And how much should it produce at the new expenditure levels? Figure 5.4
answers these questions under the assumption that the price of labour and capital
units have remained the same (at $5 and $10 respectively).
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Figure 5.4 A firm’s expansion path

Table 5.1 Input choice: a numerical example

Starting with the optimal combination when the firm has $60 to spend
(combination X, already examined in Figure 5.4) all we need to do is shift the
firm’s constraint (up and to the right in the figure) with every increase in its
budget and then observe the combination on the new budget constraint
corresponding to a tangency point between that constraint and an isoquant. Table
5.1 summarises our findings.

So, according to Figure 5.4, the straightforward application of the
Equimarginal Principle suggests that by increasing its expenditure from $60 to
$80 and then to $100, the firm can boost its output from 105 units to 150 and
180 respectively. Of course in order to do this it must be clever in the way it
employs (or ‘blends’) its capital and labour; it must be efficient (see box on next
page for a precise definition of economic efficiency). To achieve maximum
output given its expenditure on these two factors, the firm must select the precise
combinations above. If it does not (e.g. if it were to spend its $80 in the case of
the second row on 4 units of labour and 6 units of capital—instead of 5 and 5.5
as in combination Z) it would fail to produce 150 units (notice that combination
[4, 6] the firm does not manage to reach the isoquant corresponding to output
150 units). U

The three combinations X, Z and Q in Figure 5.4 are all recommended by the
Equimarginal Principle and, in this sense, are efficient (or optimal) in that they
maximise output at a given cost (or minimise cost at a given output). Linking



them up creates what is known as the firm’s expansion path: as the firm
increases its output it must stay on this path if it is to remain economically or
Pareto efficient (see box below). To recap, a firm’s expansion path comprises
combinations which are tangency points between the firm’s isoquants and its
various budget constraints (one for each expenditure level).

Efficiency in economics: Pareto efficiency/optimality*

In the theory of the firm, a combination of inputs is inefficient if it is
possible to alter it at no extra cost and, in so doing, boost output. And
conversely: if a combination is such that any alteration of it will either cost
more money or cause output to fall, then this combination is efficient.
Diagrammatically, the combinations on the firm’s expansion path (i.e.
those conforming to the Equimarginal Principle) are efficient while all the
others are not.

This simple definition of efficiency is named after the Italian economist
Vilfredo Pareto (1848-1923). Often it is referred to as economic efficiency
in order to contrast it to technical efficiency. To illustrate the difference,
consider a firm using input combination A in Figures 5.2 and 5.4:6 units of
capital and 1 unit of labour. According to the isoquant through A, the firm
can produce 100 units of output at A. Well, this does not mean that it will.
For example, the workers may be lax or the technicians may be operating
the machinery less than perfectly. Technical efficiency implies that this will
not be the case and that the firm will produce at every point in the figure of
Figures 5.2, 5.3 and 5.4 the amount reported by the isoquant (i.e. the
maximum possible given the combination of factors at that point).
Economic or Pareto efficiency by contrast requires more: it requires not
only the ability to work the factors that you have at your disposal as hard as
possible, but also the capacity to select the right blend of factors of
production given your firm’s budget (i.e. point X in Figure 5.3 or the points
on the firm expansion path in Figure 5.4)

* Note that the two words efficiency and optimality are used
interchangeably in economics.

5.1.3 The firm’s cost of production

In Homer’s Odyssey there is a story about Penelope who spent ten years
weaving a single garment in an attempt to stave off the pretenders to Ulysses’
(her husband’s) throne. She had promised the pretenders that when the weaving



is over she would choose his successor from their ranks; and then proceeded
weaving by day and spoiling her handicraft by night. If one is wasteful, either
intentionally like Penelope or unintentionally, there is no limit to the cost of
making something. Consequently, when economists talk of the cost of producing
a certain output, they mean the minimum cost.
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Figure 5.5 The makings of a cost curve

For this reason, Figure 5.4 is invaluable. Once the firm’s expansion path has
been drawn, we can immediately read off it the minimum cost of producing
different levels of output. Thus output levels of 105, 150 and 180 units will cost
the firm $60, $80 and $100 respectively per period. But remember that these are
minimum costs which will escalate if the firm chooses any combination other
than X, Z or Q. Why would the firm make such a mistake? Some times due to
bad management; on other occasions because it cannot get its hands on the
combinations it wants (e.g. a shortage of labour or a waiting list for tractors).

Figure 5.5 simplifies Figure 5.4 by reading off the latter the minimum cost of
producing each level of output. While consulting it one must always keep in
mind that the cost curve it depicts only applies as long as the firm sticks to its
expansion path in Figure 5.4. One last observation is worth making at this stage:
The average cost of producing a unit of output is not constant. As the firm’s
production increases from 105 to 150 and then to 180, the cost per unit (or
average cost) drops at first from 57 cents to 53.3 but then rises to 55.5 cents.



5.1.4 Profit maximisation

So far the theory has explained how the firm wishing to produce a certain
output, or equivalently to spend a certain sum of money on producing a
commodity, will choose its inputs. The time has now arrived to ask: how much
output should the firm want to produce? To answer this question, one must know
what the firm’s objective is. The standard assumption of neoclassical economics
is that firms strive to maximise profits. The idea of profit maximisation is as
central to the theory of the firm as the idea of utility maximisation was crucial in
Part 1 of this book.

Profit, as defined by economists, is the difference between revenue and
economic (or opportunity) cost. Consequently the level of output that maximises
profit stretches as far as possible the difference between revenue and cost
(provided of course the former exceeds the latter). Therefore the fact that a firm
can increase its revenue by boosting output is not necessarily a good reason for
doing so. Increasing output enhances profitability only if the extra units of
output bring in more revenue than they cost.

In the language of economics, the profit maximising firm will increase output
when marginal revenue exceeds marginal cost and vice versa. By deduction, the
profit maximising output level is the one at which marginal cost equals marginal
revenue. Figure 5.6 captures this latest reincarnation of the Equimarginal
Principle with output q' maximising profit since at that level the slope of the
revenue curve (i.e. marginal revenue) equals the slope of the cost curve (i.e.
marginal cost). Notice that it is almost identical to Figure 2.2 (the only
difference being that where we used to write ‘utility’ or ‘disutility’ we now have
‘revenue’ and ‘cost’). For this reason the explanation of the geometry of the
Equimarginal Principle will not be repeated here (consult Chapters 1 and 2 for a
revision).
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Figure 5.6 The geometry of the Equimarginal Principle revisited

In summary, Figures 5.2 and 5.3 solved the choice problem of a firm which
knows how much money it wants to spend on inputs or, equivalently, how much
output it wants to produce. Figure 5.5 translated this solution into a cost curve
reporting on the minimum cost of production at different levels of output. By
matching this information to data on the firm’s revenue at different levels of
output/sales, Figure 5.6 completes the story by explaining what is involved in the
choice of how much output to produce in the first place (or, equivalently, how
much money the firm wants to spend on inputs).

5.2 Firms and markets

5.2.1 Competition as a determinant of a firm’s revenue

You will have noticed that in the preceding pages we laboured over the
derivation of the firm’s cost curve whereas we threw its revenue curve into the
picture (Figure 5.6) only at the last moment. Admittedly this was a bit naughty.
Where did the revenue curve come from? Sure enough we learnt how to derive
revenue curves in Chapter 2 as an extension of demand curves. However, back
there we learnt how to obtain demand curves either for individuals or for groups
of individuals (by summing up individual curves into curves for groups of



consumers; into demand curves for whole markets). What we did not learn is
how to derive a demand (or a revenue) curve for a firm.

Let us think about the problem. Suppose there are two icecream sellers on
some beach: Jill and Jack. Jill charges $2 per cone. What will Jack’s revenue be
if he charges $3 (let us assume that there is no difference in the icecream they
are selling)? Very little, one presumes. Why pay $3 if you can buy the same item
for $2? Now suppose Jill got tired and went home, leaving the beach to Jack.
With no competitor left, Jack will be in a position to raise the price to $3 without
losing the revenue he would have lost had Jill continued to sell icecream at $2 a
throw.

Granted that a firm’s revenue is affected by the extent of competition it faces
at the market, how can we work out what revenue it can expect at different
prices? Before we proceed it is important to acknowledge the question’s
complexity. Imagine that you and I compete in some market. Before I decide
what price to charge, or how much output to produce, I must try to anticipate
your decision. But how can I do this? Predicting what you will do is not like
predicting the weather. Unlike the weather which will be whatever it is meant to
be regardless of my thoughts about it, your actions will depend on what you
expect me to do just as much as my decision hinges on my expectation of your
decision. We end up with a conundrum: my choice of output and/or price will
depend on what I think that you think that I think that you think that I think...
about this choice!

Competition breeds uncertainty about a firm’s revenue at different prices and
output levels. If a market is monopolised totally by some firm, there is no such
problem: the sum of the consumers’ demand curves will be the firm’s demand
curve (and there is nothing easier than deriving from that its revenue curve).
However if there are two sellers we end up with the conundrum of the previous
paragraph. And the greater the number of sellers the more complicated things
become. Section 5.2.2 gives an example of a two-seller (or duopoly) market.
Section 5.2.3 introduces more competitors, while Section 5.2.4 takes all of them
but one away thus analysing the case of monopoly.

5.2.2 A market with two competitors: a duopoly

Consider the market for some specialised car component (e.g. a rare type of
mechanical fuel injection suitable for a small number of 1970s exotic cars) and
suppose that there exist six workshops capable of producing this unit. Every
year, each workshop can produce 1, 2 or a maximum of 3 units at a cost of 8, 11
or 16 respectively (Table 5.2). Now suppose that two companies, Alpha and
Beta, each owns three workshops. Neither firm will utilise more than one of its



three workshops if it has orders for three units or fewer (notice than within the
same workshop, once the first unit has been produced at a cost of 8, the second
unit costs an extra 3 and the third an extra 5). However, if demand per firm
ranges between 4 and 6 units, Alpha or Beta will utilise their second workshop;
and if demand exceeds 6 units then all three workshops of the company will go
into production. Thus let us assume that workshops come into stream
sequentially. The first one operates when demand is less than 4 units; the second
starts up production when demand exceeds 3 units; finally, the third begins to
produce only if demand exceeds 6 units (i.e. when Workshops 1 and 2 are
already working at full capacity).

Table 5.2 A workshop’s cost of production

From the above we can derive the cost schedule for producing any output
between 1 and 9 units for Alpha or Beta. For output levels 1 to 3, the cost
schedule of the whole firm will coincide with that of the single functioning
workshop. However, to produce 4 units, each company will need to use its
second workshop in order to produce the fourth unit. Thus the cost of producing
4 units will equal 16 (the cost of producing 3 units in its first workshop—see
Table 5.2) plus 8 (the cost of producing the fourth unit in the second workshop).
And so on.

Table 5.3 summarises the cost schedule of either Alpha or Beta. Of course in
real life firms have different cost schedules; however in order to keep the
analysis simple let us assume that Alpha and Beta have identical costs because
the three workshops they each own and run are identical.

Table 5.3 Cost and demand facing our two firms

The demand curve for the output of Alpha and Beta
Price per unit=20 minus the combined output of Alpha and Beta

Now that we have data on cost we must turn our attention to the demand side:
what prices are the customers of Alpha and Beta prepared to pay? Imagine that
market research has shown that if only one unit were available in the whole
market, an auction would occur and that unit would fetch a price equal to 19.
Moreover if 2 units were to be auctioned off, each would be go under the
hammer for 18. Again for simplicity let us suppose that the price for each unit
would approximately equal 20 minus the number of units in the market. Thus if
Alpha were to produce 3 units and Beta 4, then the price the market would be



able to bear (provided all 7 units were to be sold) would equal 20—(4+3)=13.

Notice how the information made available by market research, although
precise and of interest to our two firms, does not tell them how much to produce.
The reason is that the price of Alpha’s product depends not only on how many
units Alpha makes but also on how many Beta produces. But the same applies to
Beta. Thus the earlier conundrum: Alpha’s output decision depends on what it
expects Beta will think that Alpha anticipates Beta to...What a mess! However,
there is a way in which to disentangle all these beliefs, expectations and
projections.

Suppose that you are Alpha’s managing director. You do not know how much
Beta will produce and as a result you cannot know what price you can sell your
output at. What do you do? Your problem resembles that of a chess player:
without any firm idea as to your opponent’s next move, you are forced to
consider various scenaria of the form: ‘If Beta does X, which of my actions is a
best reply to X? And if Beta does Y, what is the best reply to Y? Etc.” Like a
grandmaster of chess, the more scenarios you consider in this way, the better
prepared you will be for all eventualities and the better the chance that you will
make the right moves.

Given that the maximum output of each company is 9 (3 from each of its three
workshops), Beta has nine possible options from which to choose. It may decide
to produce 1 unit, 2 units,...or 9 units. What you can do is to treat these nine
possibilities as nine different scenarios. ‘Suppose’, you say to yourself, ‘Beta
were to produce X units. What would my profits be if I produced Y units?’
Although time consuming, this is not too hard a calculation. For example, take
the scenario were Beta produces 3 units altogether when your company
produced 4. The total output (by both firms, that is) being 7, the price that each
unit would fetch at the market would be 13 (recall that market research showed
that price would equal 20 minus the total output).

So since you produced 4 units, your revenue would equal 4 times the price
(13)=52. Subtracting the cost of producing 4 units from this revenue (which
according to Table 5.3 is 24) leaves you with a profit of 28. In the same way,
you can calculate your profits from all possible decisions of the two companies.
To spare you the anguish of so much arithmetic, Table 5.4 reports on the profits
you ought to expect from different scenarios (involving 9 possible choices by
each company).

With all this information available to you, it has become possible to gain a
better insight into which output is more likely to maximise your profits. Looking
at the first five columns, it is easy to see that provided Beta produces an output
no more than 4 units, your best strategy is to produce 6 units. Why? Remember



that each column corresponds to one output strategy by Beta. Thus the first
column applies if Beta is to produce a single unit, the second if Beta produces
two units, the third if it produces three units and so on. In each of the first four
columns, your highest profit is located in your sixth row; that is, provided Beta
produces no more than 4 units, your best decision is to stick to 6 units. (In Table
5.4 the maximum profits per column are shown in bold. Note that the first four
lie on Alpha’s sixth row.)

Table 5.4 Alpha’s profits in each of eight-one possible scenarious

Now if for some reason you expect Beta to produce 5 or 6 units, clearly your
best reply is to produce only 5 (notice how your maximum profit— in bold—is
in your fifth row when Beta has selected its fifth or sixth row). And if Beta is
expected to produce between 7 and 9 units, you are better off producing only 3
units. Looking at the overall picture, it is obvious that your profit is highest when
Beta produces as little as possible (see the first column) while it will fall
dramatically (to values less than zero) if your competitor floods the market with
its produce. How much output should you produce now that you know all this?

If you are very cautious, you may stick to only 3 units anticipating that Beta
may produce 7 or more. If not, you will produce between 5 and 6 units (5 if you
expect Beta to produce between 4 and 5 units, 6 otherwise). Economics
textbooks in this case suggest that you will produce 5 units for the simple reason
that you have no reason to expect your competitor to produce a quantity different
from yours since the two companies are so alike (recall that they have the same
costs). Therefore in the same way you should not expect your competitors to
produce more than you intend to produce, they will not expect you to produce
more than them either. The only exception is the case where one firm has been in
business for a while, before the second one comes in. Then the firm that was
there first, by some historical accident, will always produce more and enjoy
higher profit than the other even if they face the same costs. To see this clearly
check that if Beta was operating before Alpha entered the market and had
already settled on an a steady output of 7 units per period, then Alpha’s best
strategy would be to produce only 3 units. In that case, Alpha’s and Beta’s
profits would be 14 and 30 respectively. As economists say, Beta would be
benefiting from a first mover advantage.

To summarise, in this simple case of duopoly one would expect each firm to
produce 5 units on average. In aggregate, output would hover around 10 giving
each firm an average profit of 23. Finally the price of these components would,
if this theory is correct, averages $10.



5.2.3 Collusion, cartels and monopoly

You are still Alpha’s manager. Both you and your competitor have settled at 5
units of output and $23 profit each. At this point you notice something
interesting. If you and the manager of Beta can somehow agree on reducing
output to 3 units each, your profits (and thus Beta’s profits) will climb from the
current 23 to 26 (consult Table 5.4). Why not come to such an agreement? There
are two reasons why such an agreement may be difficult to reach. The first one is
that most countries have legislation which forbids such agreements amongst
competitors. Of course if this was the only obstacle to collusion between firms, it
would be unlikely to stop them from colluding.

However, there is a second, much more compelling, reason: although it is in
Alpha’s interest to agree with Beta to an output of 3 units each, it is also in its
interest to break the agreement and produce 6 units once Beta has produced 3
(notice from Table 5.4 that when Beta is sticking to the agreement and produces
only 3 units, Alpha’s profits will increase from 26 to 34 if it cheats and raises
output to 6 units). But because this is a temptation afflicting Beta as well (i.e. the
urge to cheat on Alpha), it may undermine the trust between the two companies
without which such an agreement would not occur.

This does not, of course, mean that collusion is impossible. For example, wise
managers may learn to resist the temptation to cheat because the payoffs from
cheating are short term while those from collusion are long term. If this happens,
then competition between the two companies will end and the two will function
like a merged company: explicitly as a merged monopoly or implicitly as a
cartel. What would the result be? Aggregate output would fall from about 10
units to 6 units (3 each) and price would rise to 14 (recall again that price equals
20 minus total output). Evidently the end of competition would increase prices,
boost the sellers’ profit and reduce the number of car components available to
consumers. In a nutshell, collusion and monopoly increases profit because it
makes it possible for producers to organise a reduction in the level of output.

5.2.4 Expanding competition

In our example collusion between Alpha and Beta reduced output almost by
half. But even if collusion had not occurred, output would still be relatively low:
each firm’s output would be around 5 or 6 units, which would leave one
workshop per company idle (each firm owns three workshops each with a
capacity to produce three units). Suppose the government takes a look at this
situation and concludes that something needs to be done about this waste in
productive capacity. It takes Alpha and Beta to court for restrictive practices and



succeeds in breaking them up. The two companies are forced to give up their
idle workshops which are then put together into a freestanding company
Gamma, the new player in the market with a capacity to produce as much output
as either Alpha or Beta (since now all three own two workshops each).

How much should Gamma produce if Alpha and Beta together produce 10
units (Alpha produces 5 and Beta 5 units), and therefore the price is set at 10
(price=20 minus total output)? One thing that Gamma ought to keep in mind is
that the price will be affected by its output decision. Assuming that the earlier
market research is still valid, i.e. in this market price equals 20 minus the total
number of units supplied to consumers, Table 5.5 relates Gamma’s decision
problem.

Table 5.5 The effect of a third firm entering the market

The first row refers to the situation prior to Gamma’s entry into the market.
Total output equals the sum of output by Alpha and Beta. Recalling that in this
case price would equal 10 (20 minus total output), when Gamma enters the
market producing 1 unit total output rises to 11 and the price falls to 9 (otherwise
the extra units of output produced by Gamma will not find a buyer). As for
profit, 1 unit produced at a cost of 8 fetched 9 at the market; a profit of $1.
However, if Gamma were to produce two units, even though price would now
drop to 8, it would be selling them for a sum of 16 when the cost of production is
only 11. This profit of 5 is due to what economists call economies of scale, the
situation where you increase your cost by x per cent (as a result of producing
more) but your output (and revenues) increase by more than x per cent. In this
case, Gamma increased output by 100 per cent (from 1 unit to 2 units) while its
cost increased only by 37.5 per cent. This is the reason why 2 units bring in
higher profit than 1 unit.

Economies of scale usually apply when a company is producing far below its
capacity. As output rises to near the maximum capacity of the workshop,
squeezing yet another unit of output out of the production line causes a rapid
escalation of costs. So we see that the marginal cost of producing a third unit
rises to 5 (cost goes up from 11 to 16; a difference of 5). In summary, Gamma
comes into a market in which the existing companies, Alpha and Beta, produce 5
units each (total output=10) and sets its own output at 2. The effect of this new
competition for the incumbent firms is that their profits are curbed as market-
wide production increases and, consequently, price falls. To be precise, Alpha’s
and Beta’s profits will decrease from 23 to 13 as the price will fall from 10 to 8.
And all this because of the extra 2 units that Gamma supplies to consumers.



Why does Gamma not produce 3 units? Although according to Table 5.5 its
profit would be the same ($5), it may not wish to provoke Alpha and Beta.
Notice that if Gamma produces 3 units, it will be pushing Alpha’s and Beta’s
profits down to $8 for no benefit to itself. Why provoke them in such a way
unnecessarily? (Notice that if Alpha and Beta agree to set their output equal to 7
each Gamma will be driven out of the market.) Thus we can predict with some

confidence the following market structure:
Output: Alpha and Beta producing 5 units each and Gamma 2 units; total

supply of 12 units.
Price: 20-12=8
Profit: Alpha and Beta 13, Gamma 5; total profit equal to 31.

How do we know that this will be a stable situation? A strong indication that
things might stabilise at this state can be had from the observation that none of
these firms has an incentive to change its output. We have already seen why
Gamma might refrain from producing more. Consider Alpha and Beta. If either
of them reduces its output from 5 to 4, its profit will fall from 13 to 12. Thus
none of them have an incentive individually to change their output. Of course, as
before, they may prosper if they get together and decide to cut their output in
unison; that is, collude.

Just like in the case of duopoly (before Gamma was created), if the firms
manage to coordinate their action in order to restrict production, they will
increase their profit at the expense of consumers. For example, suppose that the
three agree to reduce their individual output by 1 unit, that is Alpha and Beta to
cut production from 5 to 4 and Gamma from 2 to 1. Then Alpha and Beta would
boost their profit from 13 to 20 while Gamma would see its own fall from 5 to 3.
However Gamma might agree to this if Alpha and Beta were to pay Gamma,
say, 50 per cent of their extra profit due to this agreement (i.e. 50 per cent of
7+7=7). Then the agreement would mean an extra 3.5 profit for Alpha, another
3.5 for Beta and an extra 7 for Gamma— all due to the reduction in total output
by 3 units (and thus the increase in price by 3).

On the other hand, as mentioned previously Alpha and Beta might decide
there is a better course of action: boost output to 7 units each so that it is never
profitable for Gamma to produce even a single unit. After a while, Gamma
might go out of business at which point Alpha and Beta could resume their cosy
duopoly. Even though this strategy is costly for the incumbent firms (since they
will be making a profit only of 2 while keeping their output at 7 units each), it
might prove tempting enough in view of the long-term benefits of having rid
themselves of a third competitor.



In conclusion, Gamma enters the market and spearheads an increase in supply,
a concomitant reduction in price and a fall in the profit of the incumbent firms.
The new competitor drives price down and expands the quantity available to
consumers. However the increase in the number of firms from two to three
cannot by itself guarantee this. As we just saw, there are two other possibilities:
(1) Collusion between the incumbent firms and the newcomer; (2) collusion
between the incumbent firms in order to kick the newcomer out of the market.

5.2.5 Perfect competition

Have you ever heard mathematicians defining two lines as parallel if their
intersection is an infinity away? What is the point of saying this? Well, it is of
theoretical interest even though when one is building a bridge, or simply trying
to find the quickest route to the Post Office, it suffices to say that two parallel
lines never meet. Economists also have a way with theoretical statements which
have no obvious practical value but which are interesting from a theoretical point
of view. The most famous is the idea of a perfectly competitive market.

In Section 5.2.4 we saw how the addition of a third firm had a capacity to
enhance competition, reduce price and increase supply. Imagine that starting
from a market with only a few firms, more and more firms enter without any
restriction. Suppose further that they all sell the same commodity (not even
different brands of the same commodity) so that no firm can claim that its
product is better than anybody else’s. Finally, assume that consumers have equal
access to all these firms (e.g. they are all located in the same district) and know
the prices that each one of them charges. You are beginning to get the idea of
what a perfectly competitive market is supposed to look like.

To get a preliminary flavour of perfect competition, suppose that each of the
workshops of our earlier example was a separate business with four of them
operating. With all four producing at full capacity (3 units each), cost for each
firm is 16 and price equal to 8 (since total supply to this market is 3 times 4 and
price equals 20 minus total supply). Thus each firm retains a profit of 8 and the
level of total profits is 32. Now the question is: does it make sense for the fifth
workshop/company to start producing as well? If it produces one unit, price will
decline from 8 to 7 and, therefore, given that the cost of producing one unit is 8,
the fifth firm will lose money. However if it produces 2 units, even though price
will decline further to 6 (for the simple reason that in order to convince
consumers to buy the extra units suppliers must reduce prices), its revenue will
equal 2x6=12 while the cost of producing 2 units is only 11. So, by producing 2
units the fifth firm will be making a modest profit. But look at the profits of the
other four firms: With price down to 6, their revenue will collapse to 3x6=18



and their profit will fall from 8 to only 2 (i.e. 18-16).

To recap, in a market where entry by new firms is free, the profitability of
incumbent firms attracts newcomers. This increase in supply reduces overall
profit by boosting supply and reducing price. This is no more than the basic idea
that motivated Adam Smith’s faith in the market’s capacity to expand production
as far as possible while keeping price just above cost (and thus cause profit to
hover around zero) —recall Section 1.2.2. Notice too the workings of Adam
Smith’s unintended consequences: in our example, no entrepreneur intends to
reduce price or aggregate profit. Exactly the opposite is the case actually: in an
attempt to boost their own profit, they reduce profit for everyone; including their
own. Table 5.6 and Figure 5.7 demonstrate.

Table 5.6 Profit, revenue, price and cost as competition intensifies

As long as there is profit to be made, more firms will come into the industry.
As we just saw, with four firms producing 12 units altogether, the fifth firm had
an incentive to come into the market and produce 2 units thus forcing the profit
curve of the industry as a whole down. Figure 5.7 illustrates how free entry into
a profitable market by profit hunters will, eventually, all but eliminate profit—a
diagrammatic perspective on Smith’s unintended consequences also reveals the
significant incentive firms have to collude. For if they could agree to cut down
total output to about 8 units, their collective profits would sky-rocket (observe
how the profit curve reaches its peak at about 8 units of total output). You may
then ask: why don’t they limit their collective output to 8 units then? The answer
is, as mentioned earlier, that the incentive to collude (however strong it may be)
has a mortal enemy: the incentive for any individual firm to cheat on whatever
collusive agreement is struck.
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Figure 5.7 Aggregate revenue, cost and profit for all firms in the industry

To understand this point better, note that Figure 5.7 refers to aggregate profit,
revenue, etc. This is why it makes so clear the benefits to firms from collusion.
However, if you look at things from the perspective of individual businesses
(rather than from that of the whole industry), a different picture emerges. For
example, suppose that there are four firms operating each agreeing to produce 2
units of output, a total output of 8 which maximises collective profits. There are
two reasons why this agreement may be infeasible: (1) a fifth firm has an
incentive to enter producing 2 units (this will give it a profit of 9), and (2) even if
there is no entry, any of the existing firms will increase its profit by boosting
output provided the others stick to the agreement.

Whether the agreement will stick or not in this example involving four or five
firms is unknown; it depends on the kind of communication that exists between
them, how long they expect to be in that market together, each firm’s relative
valuation of future as compared to present profit and so on. Nevertheless
economists (especially economics textbooks) assume that the larger the number
of firms the less likely that they will manage to collude. And this is were the
notion of perfect competition emerges as a sort of benchmark. Perfect
competition is thought of as the limiting case in which there are so many, many
firms that it is impossible for them to coordinate their actions. So many, that
each one firm is like a tiny drop in a vast ocean and thus incapable of influencing
anyone and anything; not even the price of the commodity.



In our example above, the market was pretty small (at most six firms with
maximum total output of 18). In this setting it was natural that whenever a firm
increased its output, this had a significant effect on price (to be precise, we
assumed that with every increase in output by 1, price came down by 1). The
reason was that each firm’s output was a significant proportion of total output.
However, when the firm’s output is minuscule in comparison to the whole
industry’s, changes in its production level may have a negligible effect on price.
This is what is assumed to be the case under perfect competition. Firms accept
the price that is determined by the market (economists refer to such firms as
price takers) and simply strive to select their output in such a way that their
profit is maximised. So as long as firms are profitable, new entry into the
industry will mean new entrants from outside (presumably those abandoning
other less profitable markets), an increase in output and a subsequent decline in
the industry’s profit. When will this migration end? Whenever the industry’s
profit falls to such a low level that stops attracting new firms (diagrammatically,
see Figure 5.7: this will happen when total receipts by firms edge close to the
cost line or, equivalently when the profit line hits the horizontal axis).

5.2.6 The significance of perfect competition

Is there such a thing as a perfectly competitive market? One in which no firm
has the power to change prices, all firms sell an identical product, there are no
distances to be covered or transport costs, information is bountiful and therefore
consumers can never be cheated into buying that item for $2.10 if it sells
somewhere else for $2.05? Unlikely. So why is it that economists use the idea of
perfect competition so much in their theories? The most common answer is that
it is useful as a limiting case; an extreme diametrically opposed to that other
extreme case of pure monopoly or collusion.

Looking again at Figure 5.7, it is simple to locate the two extreme cases of
monopoly and perfect competition. The former coincides with a level of output
such that total profit is maximised (about 8 units). The latter corresponds to the
level of output at which profitability has been reduced to almost nothing as a
result of fierce competition between profit maximising firms (15 units). These
two cases can be thought of as ‘markings’ (or limits) against which to project an
actual market situation.

For example, take the scenario explored in Section 5.2.2 according to which
there were two firms producing 5 units each—a total output of 10. By comparing
this total output to that which would obtain under monopoly (i.e. 8 units) and
under perfect competition (i.e. 15), one can work out at a glance the extent of
competition in the market under observation. For instance, our duopoly example



seems evenly perched between the two extremes. And the lower the degree of
collusion, or the larger the number of competitors, the closer we get to perfect
competition. Even if we are certain never to get to a perfectly competitive
market environment, it is useful to know our distance from it.

5.2.7 The market for factors of production

Firms sell commodities (or services) at markets whose structure determines,
together with the cost of production and the level of price, output and profit.
However, firms are not only sellers but buyers too. To be more precise they buy
raw materials, electricity and other consumables (that is, commodities from other
enterprises) and hire factors of production (such as labour, capital and land) —
recall Section 5.1.1. How are these rental prices determined? The theory of the
firm presented in this chapter can be adapted rather simply in order to provide
answers. Table 5.7 gives an example.

Like other markets, there are sellers and buyers, only this time individuals sell
to firms rather than vice versa, e.g. workers selling their labour. Suppose that at
the measly price of $10 per day only 10 (rather desperate!) workers would wish
to work. To attract 20 workers, employers Under a perfectly competitive labour
market, the wage workers get paid by the employer is such that the number of
workers who offer their labour to the firm at the wage is identical to the number
of workers the firm wishes to employ at that wage; that is, we seek the row
coinciding with an equality between the elements of the second and fifth
columns. Thus we should expect a wage of $60, 60 workers to be hired daily and
a total daily labour cost to employers of $3600.

Table 5.7 A market for a day’s labour

Under a monopsonistic labour market, the single employer hires a number
such that the wage she would be willing to pay equals her cost of hiring the last
bunch (of 10) workers; i.e. her marginal cost (that is, we seek the row at which
there is equality between the employer’s fourth and fifth column). So, 40
workers will be employed at a wage equal to $40 and the total cost of labour to
the single employer will be $1600 (notice that marginal cost to single employer
is $70; contrast this to the case of a perfectly competitive labour market in which
each buyer faced a marginal cost of only $60).

must pay $20; to lure 30 workers they must fork out $30 per day. This
information is contained in the first two columns of Table 5.7. The third column
multiplies the first two and generates data on the total wage bill for all employers
in this market at different levels of labour utilisation. The fourth column reports



on the cost to the employers from having hired the last worker on average (e.g.
when 40 workers are employed, the cost of having increased employment from
30 to 40 equals $700; $700 divided by these extra 10 workers is $70). Finally the
last column (ostensibly put together after some market research) tells us what
wage employers are willing to pay to each worker at different levels of
employment. So, when there is a terrible labour shortage, and only 10 workers
are available, employers are willing to part with $100 per worker per day. But as
the supply increases, their generosity declines (can you explain this in terms of
diminishing marginal returns?).

Given the identical structure of this mode of analysis and of the preceding
theory of the firm’s output and price decisions, it is hardly surprising that there is
no difference in the conclusions. As in the commodity market, the largest
‘quantity’ will change hands under conditions of perfect competition. These
conditions include that labour units for sale are identical (that is, no worker is
more dexterous or lazy than others), information is plentiful (so that wages
offered by different firms are known to all workers), and there is a very, very
large number of small-scale employers (so that none of them has the capacity to
alter the market-determined wage). If all this holds, the level of employment will
be such that the wage necessary to give workers the monetary incentive to work
will equal the wage employers are prepared to pay. In the example above, this
happens when 60 workers are employed (see how the wage in the second and the
fifth columns coincide).

But what if the market is not competitive? And what is the opposite of perfect
competition in this case? The term used is monopsony (from the Greek root
pson- which means ‘to purchase’ and therefore implies a market with a single
buyer). If all workers are trying to sell their labour to a single employer (or
equivalently to a cartel of employers), then the wage will be lower than if there
were many employers competing against each other for the workers’ services.
The reason for this is that a single employer can push wages down by hiring
fewer workers than would have found jobs in a competitive labour market.

To see this in terms of the example above, note the main difference between a
monopsonistic and a competitive labour market: as stated already, in a
competitive market there are many employers and therefore each one of them is
too insignificant to have a sizeable effect on the wage. (Whether an employer
hires an extra worker or two will not affect the wage since the effect of that on
overall employment is tiny.) By contrast, single employers have the whole
labour market to themselves and therefore, whenever they alter employment,
these alterations affect the wage directly. In this sense, employers operating in a
competitive market can safely assume the wage to be independent of how many



workers they wish to employ; they take the wage as constant.

However, notice that things are different in a monopsonistic labour market.
Imagine for instance that you take over all the firms in this market and remain
the sole employer. At first you will be employing the 60 workers that you
inherited from the firms that you took over. Would you keep them in your
employment? Let us think about it. If you were to fire 10 workers, how much
money would that save you? From the fourth column (sixth row) we know that
these 10 workers added to your cost $110 per worker ($60 as their wage plus an
extra $50 which is the cost of having to keep paying the remaining 50 workers a
wage of $60 rather than the $50 you would be paying them after firing these 10
workers). How much money were you prepared to spend on these 10 workers?
According to the fifth column (sixth row) you were prepared to spend $60 for
each one of them; yet they are costing you a whole $110. Conclusion: you must
fire them.

Should you stop there or should you fire more workers? Answer: you must
fire another 10 workers (a total of 20 workers). Why? Because, looking at the
entry in the fifth row, fourth column, the last 10 of the remaining 50 workers
cost you, per head, $90 when all along you were prepared to spend on them only
$65 per person (see the entry in the fifth row, fifth column). They must therefore
go. When should you stop firing workers? The answer that Table 5.7 gives is:
when total employment equals 40. Why? Because at that level the marginal cost
of labour (i.e. the cost to the single employer of each of the last bunch of 10
workers—see the fourth column—equals the wage this monopsonist is willing to
pay—see the fifth column).

In summary, the take-over of this competitive market by a monopsonist
reduced the wage from $60 to $40 and, simultaneously, cut employment from 60
to 40. As a result, the total income of workers diminished from $3600 to $1600.

Recapping, just as monopolists profit from their capacity to restrict
production, monopsonists in the labour market benefit from their ability to
restrict employment. The only difference is that in the first case the victims are
the consumers whereas in the latter they are the workers (of course often these
two categories are the same people) who, as we just saw, suffer a reduction in
wages and fewer jobs.

Minimum wages: do they increase unemployment?

The answer provided by this theory is: it depends! If the labour market is
competitive, minimum wages will increase unemployment. However, if
there are strong monopsonistic elements (and this includes the equivalent of




oligopoly, i.e. oligopsony), imposing minimum wages may actually create
more jobs.

The reason is that, under competitive conditions, increasing wages from
$60 to, say, $70 will reduce the level of employment from 60 to 40 (see the
fifth column which shows that employers are prepared to buy only 40 units
of labour at $70). However, under monopsony, we start at an employment
level of 40 and a wage of $40. Now if the government introduces a
minimum wage of $60, the monosponist has no reason to maintain
employment at a level less than 60 since the only reason for doing so is to
reduce wages from $60 to $40. Now that this would be illegal (the legal
minimum being $60), the monopsonist employer will simply choose the
level of employment which sets the minimum wage ($60) equal to the wage
she is prepared to pay; that is, find the row in the fifth column of Table 5.7
which is closest to $60 (notice that this happens in the fifth row implying a
chosen level of employment equal to 60 workers).

In effect the minimum wage can force the monosponistic market to
behave as if competitive. Of course for this to be so, the minimum wage
must equal the level which the competitive market will have reached. If it is
set at a higher level (e.g. wage=$70), then the monopsonist will settle on an
employment level (40 workers) below that of a competitive market.

5.3 Summary

The businesses, firms and corporations which live in economics textbooks are
not unlike consumers. Instead of consuming whisky, hamburgers and cinema
tickets, they devour units of capital, labour, land and raw materials. Rather than
generating ‘utility’ for the individual, these consumable ‘inputs’ produce
commodities for the firms which hire them. None the less in the final analysis it
is, once more, ‘utility’ that they give rise to: After the commodities have been
produced, they are sold at the marketplace and the revenue is used to reward the
owners of these factors (the landowners who rent the land, the workers who
‘hire-out’ their labour units, the entrepreneurs who invest their capital units,
etc.). These rewards are, finally, used in order to purchase commodities whose
consumption yields utility for the individuals. The circle has been closed.

At the heart of the neoclassical theory of production is the idea of firms as
brokers which organise the swapping of capital units for labour units (and units
of other inputs). Production is perceived as no more than such an exchange.
Rational (or efficient) firms are those which select their combination of inputs



and make output or pricing decisions according to the Equimarginal Principle.
The extent to which they profit depends on the extent of competition which is
often assumed to depend entirely on the number and size of the firms in the
industry.



Chapter 6



History of textbook models

The intellectual road to competition

6.1 Production: from classical narratives to neoclassical models

In pre-industrial societies most production occurred close to, if not within, the
household. Thus consumption and production cohabited in a way that would
have made it impossible to separate analytically—as modern textbooks do—the
activity of ‘making things’ from that of consuming them. Only after the
establishment of explicitly market-societies in which people produced not goods
but commodities (i.e. goods whose whole reason for being produced was so that
they could be traded in some market), and the subsequent emergence of the
factory (see Section 1.1), was production moved far from where people lived and
slept. Indeed it took the whole might of the industrial revolution to create the
distinction between the private and public spheres that we take for granted today
and which encouraged economists to spend much time analysing production
outside the context of the ekos (ekos, the root of the word economics emanating
from the Ancient Greek %05 which means ‘home”).

Thus in contradistinction to feudalism, capitalism was based on economic
units in which goods were produced not in order to be used or eaten by those
who produced them, but almost exclusively in order to be sold to strangers in
impersonal markets. Economists (also a product of the emerging capitalist
market society) spent most of their time studying this new wave of industrial
production of commodities. However, it was only after the growth of
neoclassical economics towards the end of the nineteenth century (i.e. at least
one hundred and fifty years later) that the private sphere of the household and
the public sphere in which industrial production took place gave rise to the
formal separation (common in modern textbooks) between the Theory of
Consumption and the Theory of Production.

6.1.1 The classical view: firms as blocks of capital

The first economists, the classical economists referred to in Chapter 1, did not
spend much of their mental energy devising complex theories of the individual
firm (just as they were not particularly interested in theories of individual
consumption). Fascinated by the bigger picture of the market economy as a self-
organising system they explored keenly the mechanics of competition in
interlocked markets and the fluctuations of whole industrial sectors. For



example, Adam Smith saw firms as organisations built around blocks of capital
(i.e. machinery) employed by entrepreneurs for the purpose of fashioning
commodities at ever reduced cost per unit before entering the emerging circuits
of national and international trade.

For Adam Smith (as mentioned in Chapter 1), the dog-eat-dog aspect of
capitalism was significant because it forced entrepreneurs to amass machinery so
as to reduce costs and stay in the game. It was the accumulation of these
machines (or capital) that would raise the productive capacity of society as a
whole leading to a plentiful supply of the commodities which would make life
more bearable for the masses. In this sense, the firm was a block of capital (of
steam engines, sewing machines, etc.) and the entrepreneur the coordinator of
this build-up. Production was understood as the conversion of raw materials and
intermediate goods into finished products ready for the retail market; a process
which required the blending of machine power (capital) and human effort
(labour).

The other classical economists shared this perspective: production was
associated with industrial activity involving the physical creation of something
tangible that did not exist before. While they disagreed with each other on many
aspects of capitalism, they were united in their regard of production as a process
during which a powerful boss oversaw the labour of relatively powerless
workers who utilised machinery in order to create commodities. Their analytical
and ideological differences transcended this common perspective and touched
upon other, more subtle, issues. To give a flavour for these differences I will
refer briefly to the views of the two other classic economists mentioned in
Chapter 1: David Ricardo and Karl Marx.

Ricardo, as you will recall, was a worried man. Unlike Smith, he did not think
of all the ingredients of capitalist competition as desirable. As explained in
Chapter 1 (see Section 1.2.3) he feared that the energy of capital accumulation
would be sapped by those who managed to appropriate large segments of
produced wealth even though they had not helped create it. Thus he was
concerned that if this appropriation continued unabated (or even with increasing
fervour), the economy’s engine of growth would stall. To use the term that
Ricardo introduced, if a large portion of society’s surplus produce ended up as
economic rent (recall the definition of rent in Section 1.2.3: a return to some
factor of production or person over and above the worth, or opportunity cost, of
that factor’s or person’s productive contribution), the society’s capacity to
generate future surplus would be impaired.



Material goods please: spare us the moralising

One does not have to be a supporter of capitalism in order to espouse
Adam Smith’s belief in more worldly goods. George Bernard Shaw (1856—
1950), the outspoken socialist playwright, wrote:

The crying need for the nation is not for better morals, cheaper
bread, temperance, liberty, culture, redemption of fallen sisters and
erring brothers, nor the grace, love and fellowship of the Trinity, but
simply for enough money. And the evil to be attacked is not sin,
suffering, greed, priestcraft, kingcraft, demagogy, monopoly,
ignorance, drink, war, pestilence, nor any other of the scapegoats
which reformers sacrifice, but simply poverty.’

G.B.Shaw, Preface to Major Barbara, 1905

The explanation is simple: if those who have the incentive to invest into
machinery (i.e. industrial firms in competition against each other) receive a
decreasing portion of the pie, they will slow down their rate of investment and
thus the pie will not rise as fast (it may even start shrinking). But how could this
be the case? Why would some be in a position to appropriate a share of the pie
not justified by their contribution to its creation?

Take two firms: one is an industrial company making nails. The other is a
farm cultivating corn on rented land. The former competes against many other
nailproducers in an open market. The latter is also trading in a competitive
market but is situated on a prized piece of land. As the economy grows the
demand for nails and corn increases. However, whereas in the nails industry this
increase in demand translates into more firms producing nails with more or less
similar costs, in the market for corn, our farm is in a privileged position since the
amount of fertile land is finite. Therefore as the demand for corn rises, other less
productive land is brought into operation and the costs of these new farms lies
above that of the original farm. The difference between the two enterprises is
now clear.

On the one hand, we have the original farm which benefits from economic
growth because the extra demand for corn increases the price of corn without
affecting its cost. This happens because, in order for the market’s increasing
appetite for corn to be satisfied, new farms have to be set up on less fertile soil
than that gracing our original farm. But for the new farms (with higher
production costs than our farm) to start producing, the price of corn must rise so



that it covers the extra cost of cultivating poorer soil. Meanwhile, our original
farm happily continues to exploit its fertile land, producing at the same low cost
as before but now enjoying the higher price. Under these circumstances, what is
the landlord who owns the farm likely to do? Clearly he will increase the rent
(since he knows that the tenant can afford to pay more given his success at the
market for corn). When will he stop increasing the rent? When the rent is such
that a further small increase will make the tenant quit producing corn and leave
for the nearest town. So, Ricardo exclaims, without investing into any new
machinery, without trying harder, the landlord who owns the fertile land will be
raking in more revenue at no extra cost. And the greater the increase in demand
for corn, the larger the share of the pie that he will appropriate for no extra effort
or investment.

On the other hand, both our farmers who do not own or work on fertile land,
as well as our nailproducing firm, are not in the same privileged position. When
the demand for nails grows, after an initial period of rising prices profit, new
nailproducers will enter the market driving profit down to zero again. Similarly,
the profit of our working farmers will be eaten away by increases in the rent
charged by the landlord. However, and this is the difference between landlords
and capitalists, economic growth create more competition for producers but not
for landlords since the quantity of land is more or less fixed. Thus while the
capitalists (industrialists or tenant-farmers) have to find ways of reducing their
costs in order to survive (e.g. invest whatever profit they have made into new
cost-reducing machines), landlords have no such concerns. Indeed they are
guaranteed more rents for no greater effort as long as the economy grows. In
conclusion manufacturing firms as well as farmers who rent land from landlords,
invest into new technology, more efficient production methods, etc. and in so
doing help mechanise and modernise society. Yet their profit is constantly eaten
away by increasing competition. By contrast, the owners of the sought-after land
make more and more profit without so much as lifting their little finger. This is
why Ricardo was so worried: because those who invest into society’s
infrastructure (the capitalists) end up with little to show for it whereas those who
do little or nothing at all (the landlords) cream off the surplus.

Ricardo’s conclusion (first stated in Chapter 1) was that unless something is
done (e.g. taxation) to keep in check the portion of surplus appropriated by the
first type of producers (i.e. all those who happen to own a resource in short
supply), the producers who are genuinely responsible for capital accumulation
and growth will run out of the resources necessary to keep the show on the road.

Leaving to one side the general implications of Ricardo’s work, it is clear that
he distinguishes between two kinds of revenue: (1) that collected by firms in



return for entrepreneurial effort, investment in technology, etc. and (2) that
received in return for nothing other than the mere historical accident of owning
(usually through inheritance or chance) a resource in short supply which, as the
economy grows, becomes increasingly valuable and able to furnish its owner
with more and more economic rent. Following up this distinction, firms can be
segregated between those whose profits reflect their productive contribution to
the economy’s surplus and those which receive a lot more from society than they
contribute to it (that is, rent). Unsurprisingly Ricardo identified (at least
psychologically) manufacturing industry with the former and landowning, estate
agents, mining, housing (amongst other) with the latter.

Karl Marx both utilised and amended significantly Adam Smith’s portrayal of
firms as organisations based on blocks of capital and Ricardo’s distinction
between productive and unproductive activities and economic roles. Adopting
the view of production as the physical creation of goods to be traded at the
market, he distinguished between those activities involved in the production of
value and those which redistributed existing value. For example, the farmer,
miner and manufacturer produced value in so far as they fashioned corn, coal or
nails out of nature’s raw materials. The value of their activities was in direct
proportion to the value of these commodities (which in turn was determined by
the amount of human labour required to produce them—see Section 1.2.4).

By contrast the bookmaker or equally the stockbroker produce no new value;
they just help reassign already produced value to different people and, in the
process, retain some of that value in the form of fees for themselves. Just like
Ricardo, Marx thought that the dynamism of capitalism hinged on its capacity to
minimise unproductive activities and channel more resources into productive
ones. Consequently Marx also saw the factory owner, the manufacturing
capitalist (as opposed to the landowner or banker), as the most significant agent
of capitalism.

Productive versus unproductive labour

A more moderate but equally interesting way of distinguishing between
the two kinds of labour is to consider the question: Can the production of
commodity X help society increase its surplus (i.e. its production during a
year over and above what was necessary in order to replenish the resources,
goods etc. that it consumed during that same year)? If it can then the labour
that went into producing X was productive. Otherwise it was unproductive.




Karl Marx on the capitalist’s drive to accumulate capital
...what appears in the miser as the mania of an individual is in the
capitalist the effect of a social mechanism in which he is a cog. Moreover
the development of capitalist production makes it necessary constantly to
increase the amount of capital laid out in a given industrial undertaking,
and competition subordinates every individual capitalist to the immanent
laws of capitalist production, as external and coercive laws. It compels him
to keep extending his capital, so as to preserve it, and he can only extend it
by means of progressive accumulation.
Karl Marx, Capital, Volume 1, 1867

Although it was the worker alone who created value (by putting her effort into
commodities), the capitalist was the despot who orchestrated the process of its
creation and collected the resulting surplus value (by paying workers the value
of their labour time while retaining the significantly larger value of the products
they produced—see Section 1.2.4 again). What happened to this surplus value?
After paying off the landlord for the use of the factory space and the bank for
outstanding loans and interest, the rest remained as profit to be converted into
more machinery (capital accumulation) —see box above.

One of the most original aspects of Marx’s theory of the capitalist firm
concerns the production process which he sees as distinct from the market. At
the market people exchange apples for oranges, money for car stereos, holiday
packages for credit, and so on. However, within the firm, according to Marx, the
relation between workers and bosses is not anything like that of buyers and
sellers. Instead their relation is more like a contest: the boss trying to extract as
much labour (or effort) from the worker for the given wage and the latter
resisting. In this sense the rules and traditions of the market-society end at the
factory gate. Once workers have traded their labour time for a given wage, they
enter the gates daily and are involved in a continual power struggle (e.g. how
many minutes they are allowed to stay in the toilet, the pace of work which is
considered acceptable, the right to stay at home and nurse a sick child, etc.).
According to Marx, to understand the goings-on within the firm one needs to be
a sociologist, psychologist, political scientist as well as an engineer all wrapped
in one. Mere knowledge of the supply and demand model does not help.

Moreover, starting from his assumption that only labour produces value, Marx
develops an interesting theory of the firm’s capital: capital is no more than
crystallised labour; that is, the embedding of layers of labour into machinery
which, combined with the intellectual labour of the inventor, contribute to the



improvements in productivity. And since it is the value produced but not claimed
by the worker which is used in order to purchase these machines, labour and
capital are one and the same factor of production. Workers have sweated on the
factory floor to produce the value that gives rise to capital accumulation and the
capitalist has used her social power (due to the asymmetric ownership of
factories, tools etc.) to extract that value out of workers. In one short sentence,
capital is crystallised labour reflecting the social relation between workers and
capitalists.

Notice that, once workers have sold (say) 40 hours of their time per week,
there is no limit to how much effort (or actual labour) the employer can want
from them during those 40 hours. And as the market pressurises the employer,
the employer passes that pressure on to workers by demanding more effort.
Therefore labour is the major factor of production within the firm while capital
is the product of that labour or, to put it in a more abstract manner, it is a
reflection of the way bosses and workers relate to each other.

Finally, the hallmark of Marx’s view of capitalist production is an intentional
contradiction. On the one hand, we have his enthusiastic recognition that the
emergence of the capitalist firm was essential for the creation of capital and the
liberation of society’s productive forces from the strait-jacket of feudalism. On
the other hand he claimed that the capitalist organisation of production, once
established, is unable to utilise society’s productive energy further. In today’s
jargon, capitalism is inefficient.

Marx’s explanation is that private ownership of factories, and the subsequent
retention of the firm’s surplus by owners, perpetuates a conflict between workers
and owners which forces managers to adopt not the most efficient production
technique but the one which will maximise their power over the workers.
Moreover the workers, alienated from the product of their labour, have little
incentive creatively to develop new techniques and ideas. Put simply, Marx saw
the coming of capitalism as a decisive yet incomplete step in the direction of
efficient production.

6.1.2 The neoclassical view: production as exchange

Classical economists were mesmerised by images of the factory, the conveyor
belt, the steam-engine, the mass creation of commodities, the division of labour
which cut costs spectacularly. They were the children of the brave new industrial
society. Even though they disagreed on many things (ranging from the prospects
of capitalist societies, to the ethics or efficiency of the bossworker relation and
the different degrees of concern that unproductive people were receiving large
shares of the wealth), they shared a common vision: society progressing through



the wonders achieved in smoke-filled industrial sites. For them contemporary
terms such as the ‘entertainment industry’ would seem ridiculous. Entertainment
is great, Smith and Marx would agree, but it ain’t no industry folks! Production
is the act of creation of physical objects. Music, theatre, hair-cuts, parties are all
wonderful things but they lie outside the sphere of industry. To put it differently,
they can occur and flourish only in countries underpinned by either a strong
industrial sector or ownership of very scarce resources (e.g. oil).

Enter neoclassical economics with its urge and enthusiasm for a unifying
principle which would turn economic analysis into something very much like
Newtonian physics. Having adopted ‘utility’ as the universal currency which
would help them achieve this end, neoclassical economists initiated their grand
break from the classical tradition. Everything was to be reduced to utility (in
ways mirroring the Newtonian explanation of all physical phenomena by an
appeal to the notion of energy). Thus consumption was to be thought of as the
human being’s response to a craving for ‘utility’ and production as the creation
of that ‘utility’ (since humans did not lust for commodities or experiences per se,
but for the utility they would derive from them).

Actually we have already come across in this book the basis of neoclassical
production theory as part of the second chapter’s presentation of consumption
theory: recall the example of someone walking in the fields picking berries.
When should she stop picking (i.e. producing)? The answer (courtesy of the
Equi-marginal Principle) was that she should stop when her dis-utility from
picking the last berry just about equalled her utility from it. Therefore
neoclassical economists, so as to promote the concept of utility as the one which
unifies all economic analysis, had to insist on a definition of production as the
costly generation of utility.

This definition took them far away from the classical economists’
identification of production with heavy industry, the accumulation of machinery,
the sound of the factory whistle and the sight of mineworkers’ blackened faces.
For neoclassical economists a stand-up comic was as much a ‘production’
worker as a miner. The immediate repercussion of this position was that, all of a
sudden, the classical economists’ distinction between productive and
unproductive activities disappeared. So did their conviction that production was
a rich process of physical transformation of intermediate goods into material
commodities. Moreover their prime concern and yardstick for the success of an
economy, i.e. strong capital accumulation, gave its place to ‘utility’. Whereas for
Adam Smith et al. showing that a particular measure would enhance the build-up
of machinery was sufficient for demonstrating the superiority of the measure in
question, in neoclassical eyes the only test was whether it would enhance utility.



Having identified production with the creation of utility (as opposed to the
creation of physical products), neoclassicism proceeded to its second major step
towards homogenising production and consumption: it identified what happens
in the firm with a pure exchange between owners of different factors of
production (recall that, unlike Marx who thought only of labour as a factor,
neoclassical economists recognised three: land, labour and capital —perhaps
four if we include ‘entrepreneurship’). According to this view, capitalists
exchange with workers units of capital for units of labour as if they are at a
market place trading apples for bananas. They also exchange units of capital for
units of land with landlords. Then, once the trade is complete (e.g. once 4 units
of labour have been blended with 3 units of capital), the resulting combination of
the traded units translate into a certain amount of output—recall the isoquant
curves in Chapter 5. How this happens is not explained. It is simply presumed
that it is a technical matter; that a combination of so many workers and so many
machines will or can produce so many units of output.

There are some crucial implications of this theoretical position. First, the
politics and sociology internal to firms is taken out of the theory: just like buyers
and sellers at the local fruit-market need have no relation with each other beside
the actual, impersonal transaction, neoclassical economics models the labour
process as a simple transaction between workers and bosses. It is as if workers
and their employers are not involved in any fluctuating power/social relation
with each other.

Second, along with the social relations within the firm, the neoclassical model
dismisses the actual process of production. Indeed the whole complex process of
producing a commodity is collapsed to that one instance during which workers
and firms agree to exchange labour for capital at a given price. It is as if
production is a procedural, automatic matter that occurs in some unspecified
manner after the exchange between workers and employers. Third, the
neoclassical theory of capitalist firms does not require capital at all; e.g.
employers could be exchanging units of land for units of labour. Unlike classical
economics which reserves a privileged position for capital and its accumulation,
the neoclassical model of production as exchange is so abstract that the presence
of capital is not obligatory for the model to make sense.

What is the conclusion one should draw from these three implications? It
depends on one’s point of view. One possible conclusion is that neoclassical
economics has succeeded in unifying the two strands of economics (the theory of
consumption and the theory of production) and to take the politics and sociology
within firms out of the analysis. According to this (neoclassical) perspective,
economics has ridden itself of its non-scientific aspects and allows us to look at



firms and production through an objective lens. The opposite conclusion is that,
in its urge to turn production into a species of consumption involving an
exchange between different factors of production, most of the interesting aspects
of production under capitalism (especially those discussed extensively by the
founders of economics) have dropped out of the scene.

In summary, the neoclassical portrayal of the firm, which incidentally
coincides with that of contemporary textbooks (see Chapter 5), is that of a small
market in which owners of capital trade with owners of labour, land, raw
materials, etc. Once the trade is complete output springs from the production line
quite miraculously. Moreover the level of output bears a one-to-one relation with
the particular combination of the various factors of production (that is, 3 units of
labour and 5 units of capital combined with 2 units of land produce a given
amount of corn; and all this regardless of the particular relationship between
workers and employer, or the social and economic conditions outside the factory
gates). And since the firm does not own its inputs but instead only hires them,
the entrepreneur is a mere coordinator of factors of production the output of
which she claims on the basis of her initial ownership of the funds necessary to
hire the factors.

6.2 Markets and competition

6.2.1 Classical theories of the market: their origin in Natural Law philosophy

As the product of the same intellectual movement which gave rise to modern
physics and biology, the founders of economics were excited by the possibility
of discovering the ways of the world without the need to rely on explanations
afforded by some higher authority (e.g. the Church, the king or even the
philosophers). Their contemporary natural scientists, children of Isaac Newton
and Charles Darwin, were already writing down the laws of the cosmos and of
the species. One of things that early economics had in common with other
elements of this wave of scientific endeavour was a background in Natural Law
philosophy. According to this philosophy ‘good’ meant that toward which each
thing tends by its own intrinsic principle of orientation. Anything which forces
some thing or person to go against its ‘natural’ predisposition was deemed ‘bad’.
As you can imagine, Natural Law tradition can be traced back to theology.

For instance the Italian theologian St Thomas Aquinas (1225-74) states in his
text Summa Theologiae: ‘Good is what each thing tends toward...Good is to be
done and pursued, and evil is to be avoided’. So, when Newton discovered the
mathematical laws of the pendulum, or the solar system, he discovered the state
towards objects or even planets were tending; a state that was natural, safe and



good. And when Adam Smith alerted the world to the tendency of prices to
reflect costs provided the market was competitive, his enthusiasm reflected St
Thomas’ identification of the state towards which things tend with the ‘good’.
Therefore competitive markets produced ‘good’ outcomes.

The following box reveals how Adam Smith, influenced by the Natural Law
tradition, saw in market forces an invisible hand capable of guiding human
beings in a way that no individual could. Thus if any individual (or group, e.g. a
government) were to try to assume the role of the market forces, they would be
forcing the system out of its ‘natural’ state. Such an interference with Natural
Law not only would lead to inferior economic outcomes but also is described by
Smith (see box) with words such as ‘dangerous’, ‘folly’ and ‘presumption’.

Adam Smith on market regulation as an interference with Natural
Law

The statesman, who should attempt to direct private people in what
manner they ought to employ their capitals, would not only load
himself with a most unnecessary attention, but assume an authority
which could safely be trusted, not only to no single person, but to no
council or senate whatever, and which would nowhere be so
dangerous as in the hands of a man who had folly and presumption
enough to fancy himself fit to exercise it.

Adam Smith, Wealth of Nations, 1776

The classical economists who followed Adam Smith shared his belief that
society ought to be allowed to tend towards its natural, harmonious, state (such
was the optimism of those born and bred during the European Enlightenment).
Even those who opposed untrammelled capitalist markets based their opposition
on something akin to the Natural Law tradition. They may have criticised parts
of Smith’s analysis but did not stray significantly from the belief that ‘good’
things spring from a tendency toward balance and equilibrium. They just
disagreed on what is a natural state for an economic system.

To illustrate this point further, let us return for one last time to the other two
classical economists referred to in this book. David Ricardo’s problem with
rentiers (that is, with those who acquire wealth by amassing economic rent) was
that they were weakening the invisible hand; that they got in the way of market
forces and slowed down, or even made impossible, the establishment of Smith’s



happy equilibrium. It is not much of an exaggeration to say that even Karl
Marx’s contribution, although admittedly more radical than Ricardo, falls within
the same sphere: for Marx the problem with capitalism was its ferocious
contradictions and incurable instability. An economic and social system based
on the asymmetrical ownership of factories, farms, machines, etc. could not
generate a stable equilibrium. Thus Marx’s critique of capitalism can be
interpreted as the view that free markets lead to unstable social conditions at
odds with Natural Law. To put it differently, chronic unemployment, economic
crises and inflation were the symptoms of a system unable to procure balance,
harmony and equilibrium because of the fact that a certain class (the owners of
factories, farms, etc.) stubbornly held on to a monopoly on the means of
production for their own enrichment.

6.2.2 Classical theories of the market: rivalry and profit equalisation

If one had to summarise the classical view on markets in one word, one would
have to settle for process. Just like Newtonian physics set out to discover the
equations determining the motion of planets in the solar system, classical
economists attempted a similar description of the market process. To give an
example of their approach, take the objectives of a firm. Modern textbooks
simply assume that firms maximise profit. Period. Given this assumption, it is
then claimed that the pursuit of profit brings firms into conflict. By comparison,
classical economists did not take the firm’s objectives as given and static but as
the product of constant evolution.

To illustrate this dynamic perspective on what firms are about, suppose that
some new firms come into an existing market. The resulting competition forces
the older firms to pursue profit more ruthlessly than before in order to compete
successfully. In that way, the pursuit of profit and competition feed and reinforce
each other. On the other hand though, when competition leads to a profit crisis,
firms start thinking of ways to reduce antagonism and collude with each other.
Then they realise that in order to do so they must avoid the temptation of reaping
short-term profit by pricecutting; learning to be abstemious (i.e. to settle for less
than maximum profit) underpins the spirit of cooperation amongst them and,
ironically, boosts their profit. The upshot is a cyclical, dynamic picture in which
the firm’s anxiousness for profit fluctuates in relation to the competitiveness of
their environment.

From the above we glean a fundamental aspect of the classical economists’
view of the market: the contradiction between profit-seeking and competition.
Firms are forced into a state of rivalry because of their interest in extracting as
high a profit as possible. However, collusion between firms can bring higher



profit than competition. Having said that, collusion is also unstable because if all
of a firm’s competitors refrain from aggressive tactics, then that firm may
succumb to the temptation to corner the market. But if it does so others will
follow and a cut-throat price war will ensue. (See box on the next page for an
example of how profit may accrue more readily when it is not the sole
objective.) Thus rivalry at the market-place causes firms to oscillate between
conflict and cooperation. It is the depiction of such a dynamic process which
characterises the classical economists’ view of the market.

The next most important aspect of classical views of markets is that the
pursuit of profit leads firms to migrate from one industrial sector to another
usually abandoning the ones which have become too ‘crowded’ and cut-throat.
This movement would tend to reduce the profitability in the areas into which
they have moved but would only end when profit rates become almost the same
in different sectors of the economy. Capital flows from one area to another like
water between communicating bottles. The flow ends the moment the level of
profit is equalised across sectors (just like the water flow ends when its level is
the same in each bottle). This became known as the principle of profit
equalisation.

How is the flow of capital realised? As capital equipment wears out in the
areas of low profitability, it is not replaced. Instead new capital is brought into
use in the more profitable sectors of the economy. The result is that profit per
firm is reduced in the profitable areas (as more firms compete for that market)
and increased in the less profitable ones (as rivalry is reduced there) until profit
rates are about the same in both types of area. However this equilibrium, this
state of balance in which profit rates are the same economy-wide, is rarely
reached. Before the tendency for the equalisation of the rate of profit has been
exhausted, the economy may have changed.

For example, technological innovations or changes in consumer preferences
may have boosted profitability in a hitherto unprofitable sector thus instantly
reversing the flow of capital away from it. Consequently classical economists
recognised that the position of equal profit towards which the market is tending
changes constantly with the result that it is never reached. It is in the context of
this dynamic view, of this process, that the principle of profit equalisation is
compatible with an observation that profit is unequally distributed in the
economy.

Profiting from a healthy disregard of profit
Suppose that if you promised sincerely to drink a glass of pig urine



tomorrow morning, I would hand over to you $1 million immediately and
regardless of whether you actually drink the hideous liquid in the morning.
Assuming I could tell whether your promise is honest (e.g. I have plugged
you into a super-efficient lie-detector), what are your prospects of
collecting the $1 million? The answer is that you would not collect a penny
if the only thing you cared about was the money. The reason is this: to get
the money, you must convince my lie-detector that you will drink the urine.
And the only way of doing so is to convince yourself that this is what you
intend to do. But then again, how can you believe this when you know
damn well that once you have collected the money you will have no reason
to drink the urine tomorrow?

However, things may be different if you care about something more than
money: wanting to keep your word for the sake of keeping your word. For
if you develop a commitment to not lying then you may convince yourself
that a pledge is a pledge and that, if you promise to drink the urine then this
is exactly what you intend to do. In that case you will pass the lie-detector
test and collect the money. But you will fail if your honesty is due to an
exclusive interest in the $1 million rather than to a genuine commitment to
being honest. Honesty may very well reward you handsomely but it cannot
be acquired by you (at least not genuinely) when your reason for doing so
is that it pays to acquire it.

The moral of this story for firms is that profit will be boosted when
rivalry gives its place to collusion but that collusion cannot rely only on the
urge of firms to profit. Firms also need to develop an interest in collusion
for reasons that are unrelated to money making (just like you would have to
develop a genuine interest in truth-telling in order to collect the $1 million).
For example, managers of different firms may develop a moral code in their
dealings which allows them to collude; an ethical code which they want to
follow regardless of profit. Although it is difficult for such codes to emerge
and survive, it should not be assumed impossible. After all even thieves
(and Mafia bosses) take ‘honour’ seriously!

To give a further example of the classical economists’ analysis of the market
as a process consider this: the invention of a new product gives its inventor a
monopoly position and high profit. Inevitably other firms develop similar
products with the effect of reducing the inventor’s high profit rate. Since this
process characterises most markets, the rate of profit fluctuates constantly. It
declines in the sectors of the economy relying on ageing products and rises in the



other sectors which are spawning new products. Unsurprisingly profit rates may
never become equalised even though a proper description of what is happening
requires us to recognise the tendency towards profit equalisation.

6.2.3 Neoclassical theories of the market: perfect competition as the ideal
market

As witnessed in Chapter 5, the neoclassical approach to the market differs
from the classical perspective. Where classical economists speak of chaotic
market processes (which oscillate between collusion and cut-throat competition),
the neoclassical approach of contemporary textbooks focuses at stable market
conditions. To coin a metaphor, the classical view of the market process
resembles a roaring mountain river whose water flows unpredictably towards the
tranquillity of the ocean. By contrast, the neoclassical economists’ models bring
to mind a serene snapshot of a calm lake representing equilibrium, i.e. a state of
balance from which the water has no tendency to depart.

The difference lies in the emphasis. The classicists focused on the flow itself
and only thought of the equilibrium as something towards the market tended but
never reached. The neoclassicists, by contrast, focused on the equilibrium itself
without much concern about the path the market would have to follow in order
to reach it. This difference in emphasis meant that the classicists (in view of their
interest in processes) created stories about the emergence of competitive
pressures or, vice versa, about the birth of monopoly conditions in sectors where
some firms acquired market power either by driving other firms into the ground
or even by taking them over. In comparison, the neoclassicists (in view of their
interest in a state of market equilibrium or stasis) created descriptions of what
stable markets would look like (recall Chapter 5).

To understand the perspective brought to economics by neoclassicism, let us
examine the notion of competition. Which is the highest form of competition in a
typical economics textbook? Perfect competition: the ideal form of market in
which the powerlessness of firms is such that none have the capacity to alter
prices or make profit and where the (large) number of firms stabilises precisely
at the moment profit collapses to minuscule levels. The moment profit starts
rising, new firms come into the market and it falls again. Why is this thought of
as ideal? Because prices fall to the level of cost and output is maximised; with
consumers reaping all the benefits.

Of course there are many similarities between classical and neoclassical
views. In both cases it is the movement of firms from one industry to another in
search of higher profit which regulates the rate of profit and the distribution of
resources. Nevertheless the differences are real. Whereas the classical narrative



on what one ought to expect of intense competition is inextricably bound with a
tumultuous and multifaceted rivalry between firms (price conflict, technological
innovation, temporary alliances, mergers and takeovers), in the textbook model
of perfect competition there is no actual competition—in the real meaning of the
word. For if no firm can influence the market, and each knows this, they accept
their lot and keep functioning passively, without attempting to out-manoeuvre
their competitors. In this sense perfect competition is an imaginary market in
which there is no actual competition whatsoever!

Of course this does not mean that the neoclassical economists believed such a
placid market could ever exist. As the box reveals, they are acutely aware that
perfect competition is an extreme hypothetical, and unrealistic, model to be used
for pedagogical and analytical purposes only. How is the idea of perfect
competition used then? The aim is to work out a theoretical case in which prices
are as low as possible, output as high as it can be and the resources used in
production are the minimum required. Neoclassical economists thought that if
they could study this theoretical case (i.e. perfect competition), they would then
gain insights into what an ideal market would look like so as to assess the merits
or demerits of observed markets. Notice the difference in method between
classical and neoclassical economists. The former attempt to understand real
markets by describing them (and the chaos inherent in them) as well as they can.
The latter do it in a more round-about way: they create an extreme model of a
market which cannot possibly exist in order to use it as a yardstick for real
markets which they hope to understand better by means of this comparison.

Perfect competition as an imaginary, impossible market
Perfect competition

is not intended to be a description of any real economy or even a
description of any realistically attainable end. Its role is to enable one
to derive a set of theorems that define the conditions under which the
productive resources of the economy are optimally allocated in
creating the various goods and services that are desired.

Scott Gordon, The History and Philosophy of Social Science, 1991

Why this difference? Recall Chapter 1 and the way neoclassical economics
came to the fore. In contrast to the non-professional enthusiasts known as the
classical economists (who were driven by an urge to produce theories of the



momentous events around them), the neoclassical economists had an interest in
emulating classical mechanics (the number one science at that time). They set
out to create models of ideal economies in the same way an engineer would build
a model of the ideal bridge in the process of thinking about what bridge to
construct. And just like bridges are static, immovable (one hopes) things, the
economists’ model shared a static outlook.

We can see the effect of the different outlooks by examining, for the last time,
the way the two strands of economics analyse competition. Classicists see it as
an ever fluctuating process hinging on technical innovation and changes in
demand but also on the norms and conventions (as well as the politics and
sociology) governing the relation between entrepreneurs (conventions which
make collusion between them more or less feasible and sustainable). A look at a
modern (neoclassical) textbook tells a different story.

Two extreme snapshots are first discussed: monopoly (i.e. a single firm) and
perfect competition (a large number of tiny firms producing a homogeneous
product with no restrictions on the entry or exit of firms from the industry). Then
the extent of competition in an actual industry is determined by trying to locate it
on this continuum between the two extremes of monopoly and perfect
competition. The actual location (and thus the degree of competition) eventually
boils down to the number of firms in the industry.

6.3 Summary

Modern economics textbooks define production as the generation of anything
capable of creating utility. In other words production equals the creation of
utility. This definition allows neoclassical theory to unify its analysis of
production (the creation of utility) and consumption (the hunger for utility). As
for production itself, firms undertake to coordinate the three factors of
production (land, labour and capital); to act as islands of non-market
coordination of economic activity in the oceans of a market society; to let
owners of capital, labour power and land, under the shrewd supervision of the
entrepreneur, engage in exchange. The outcome of this exchange is commodities
to be sold in the market at large. Finally the ideal market (that is, one
characterised by perfect competition) is a stable one where no one can set prices,
profit is kept to zero (after opportunity costs are covered) and output is
maximised.

Before this (neoclassical) approach became dominant, there was the classical
view: firms as ‘blocks of capital’ and production as the physical transformation
of intermediary into final products within these ‘blocks of capital’. The market
mechanism was portrayed as a ceaseless cauldron where nothing ever stood still,



a jungle which forced capital not only to accumulate but also to spread around
the economy in search of profit. The sign of a wellfunctioning market
mechanism was more machines (i.e. capital) well distributed around the
economy with the distribution pattern reflecting a permanently unfulfilled
tendency towards profit equalisation.

What are the fundamental differences between the textbook analysis and the
classical one? Could they be saying the same things using different narration
techniques? Three things are certain: whereas classicists turned the spotlight on
change, flow, process and dynamics, the neoclassicists spent their time analysing
states of rest, balance, equilibrium. While classicists saw production as a social
process involving simultaneously power games, exchange, cajoling, threats, even
exploitation, neoclassicists pictured production as a type of pure exchange. And
where the classicists tried to understand markets by painting an accurate and
wholistic picture of the markets they observed, the neoclassicists tried to do the
same by painting a model of ideal markets one at a time.



Chapter 7

Critique: is the textbook’s theory of production
good economics, good politics, both or neither?

7.1 Work and production

7.1.1 Difficulties in distinguishing between production and consumption

If production is to be defined as the costly generation of utility (which is how
economics texts define it), professional comedians are producers. But what about
the friend who makes us laugh around the dinner table? The textbook rules her
out of the set of producers because her jokes do not cost her anything, unlike the
professional comedian who had to give up other moneymaking ventures in order
to stand up in front of the audience. So, it turns out that, according to
(neoclassical) economics, for a comedian to be recognised as a production
worker, she must produce laughter at personal cost. Interesting. But what of the
mother who tries to make her sick child laugh? Is this work? Or is it a form of
consumption (e.g. the enjoyment of motherhood)?

On the one hand, this is a clear case of production. In order to create utility for
the whole family, she stayed at home looking after her sick child (thus forgoing
income) and now has to come up with funny jokes (when she is not necessarily
in a humorous mood). On the other hand, she may not be able to imagine that
she would be wanting to do anything else. In this case her work is akin to the
friend who entertains you over dinner. Both generate utility (for themselves as
well as for others) without a significant opportunity cost.

Nevertheless it seems strange to define a mother’s child-care as production
only if she considers the time spent nurturing her child as something she had to
forgo. To extend this point further, the neoclassical definition of production (as
the costly generation of utility) opens the way to the criticism that people who
love their work, and who would still do it for free if they had to, are not



considered to be producers (because work in their case is indistinguishable to
leisure).

The counter-argument is that everything has its opportunity cost (that is, one
always has to give up something in order to do something else). So the loving
mother who feels that she is not giving anything up in order to stay at home, or
even the workaholic architect who would rather die than go on holiday, are both
giving things up in order to do what they love. Everything comes with an
opportunity cost. Fair enough. But then every utility generating activity,
normally associated with consumption, would constitute production: from
listening to music to building a bridge.

7.1.2 Difficulties in distinguishing between work and leisure

Anthropologists who studied aboriginal cultures have often commented on
how little members of hunting and gathering societies used to work. Only a few
hours a day were spent seeking food and building shelter. The rest was time
spent on discussions, tribal dancing and other communal pursuits. Notice what
the anthropologists had done: they distinguished between work-related and non-
work-related activities. How did they do this? By defining a number of tasks as
essential (e.g. hunting) and others (e.g. raindancing) as inessential. But who are
we to say what is essential for these people? Or to put it differently, what if they
were to send their own researchers to our cities and classify pursuits such as
Parliament sittings, advertising, banking and the bravura in the stock exchange
as inessential pursuits?

Textbooks (reflecting the method of neoclassical economics) try hard to
define consumption and production in terms of the same idea: utility. Consumers
eat utility up (so to speak) while producers generate it for others and at a cost.
However as we just saw (in Section 7.1.1) economics ends up without a
convincing definition of how consumption and production differ. This failure
echoes the same theory’s earlier difficulty in separating utility from dis-utility
(recall Chapter 4). Just as it is impossible to segregate the satisfaction from
reading a sad, yet brilliant, novel from the real pain and sadness it caused, it is
absurd to draw a dividing line between the fatigue incurred when doing a job
from the job satisfaction one may derive from it.

And yet the textbook must pretend there is no problem (if it wants to convince
readers that the choice model at its heart is unproblematic)! Recall a whole
theory of work was erected (turn back to Section 2.2.3) on the grounds of a
trade-off between income (or equivalently consumption) and leisure. The idea
was that people want both money (because of the commodities it provides) and
something called leisure which, apparently, is the opposite of work. The



individual worker’s problem then is how to select the best combination of the
two things she likes: income and leisure. In the end, having taken into account
the offered wage and how much she dislikes working, she decides to give up X
amounts of leisure in return for a sum of money $Y Therefore the textbook (or
neoclassical) theory of work begins with the assumption that, for a given amount
of income, people want to minimise work (or, equivalently, maximise leisure).

Work and leisure

‘If you don’t have work you have no leisure.’
Anonymous unemployed person

But what is leisure? The opposite of work, we are told. OK. Let’s say we
agree on this. Now consider an unemployed person who has given up looking for
a job simply because there do not seem to be any in her region. According to the
textbook, she is enjoying maximum leisure at the cost of not having much
money (excepting social security or savings). Therefore if only someone gave
her the money that she would be earning normally (as an employed person) she
would have been much happier than if she had been given her job back. Yet
sociological studies show, time after time, that people get a sense of self-worth
from working without which their lives end up in ruins. The social bonds created
at the workplace are, in many cases, irreplaceable. Yet this does not mean that
workers rise happily every morning looking forward to crossing the factory
gates. The human condition is too complex for such black and white analyses.

In summary, economic textbook definitions of work and production are
problematic. (1) Work is defined as the opposite of leisure (non-work) and
individuals are assumed to prefer leisure (non-work) to work other things (e.g.
income) being equal. This is too simplistic and misrepresents the true nature of
work as well as the true nature of leisure. (2) Production is defined as the costly
generation of utility. However, this is too broad a definition: watching a horror
movie (to the extent that the fear involved in watching it constitutes a cost)
qualifies as production. Bluntly speaking, the economics textbook seems to be
rather hazy about both work and production.

7.1.3 The modern invention of work and production
For the aboriginal cultures examined by western anthropologists, a raindance



was as essential for ‘production’ as gathering food. Even the rituals that, to
western eyes, looked like a bit of communal fun, were instrumental in preserving
the social division of labour. In those societies, therefore, the western
distinctions between work and leisure made little sense. Indeed this remained the
case world-wide until fairly recently; until, that is, the creation of market
societies in which the majority of the population had no option but to sell their
labour in order to make a living (recall the discussion in Chapter 1). Before the
emergence of industrialised market societies, goods were mostly being produced
and consumed within the household, the community or the feudal estate by the
same people. Work and leisure occurred in the same space and, often, it was
impossible to distinguish one from the other. While consumption and production
were confined within the same community, it made no sense to define them as
strictly separable activities.

Is sport work or play?

Until recently sport was deemed to be a non-work activity; hard and
tiring perhaps, but not the equivalent of working down a mine or for a
bank. While it remained so, it was possible to invoke the ancient Olympic
spirit of virtuous amateurism (e.g. it is participation that counts, not
victory). When commercial television coverage made it possible for
audiences to be captured by sporting achievements and ‘sold’ to advertisers
for specific sums of money, things changed. A full monetary valuation of
sporting endeavours became possible for the first time, sport became a
commodity and sports-people entrepreneurs. The abandonment of
amateurism by the International Olympic Committee was then only a
matter of time.

In order to reach the stage at which we can speak sensibly about work and
production as the opposites of leisure and consumption, humanity had to
experience the industrial revolution and the consequent creation of factories in
which strictly work-activities were performed (by contrast to the household and
the estate). In this sense, the economics textbook has difficulties understanding
work and production in all places and at all times because it tries to define them
independently from the prevailing social conditions. It is as if the models in the
textbook can be applied with equal force to aboriginal Australia prior to the
European invasion, ancient Greece and contemporary Japan. They cannot. Work
and leisure are meaningful concepts only in an industrialised society were people
make a living by selling their time to employers who use it in order to fashion



commodities which are to be sold at the market. The act of selling one’s labour
time gives rise to some conception of alternative uses of time which make
notions of leisure and, even, productive work meaningful. In this sense, only
when the development of industrial production takes shape does the notion of
work (as separate from activity) materialise.

Have you noticed the common historical theme running through this book? In
Chapter 1 I argued that before the industrial revolution there existed no factors
of production (as we know them today; that is, as commodities) and, therefore,
there was no great ‘demand’ for pure economic thinking. It was the unleashing
of the industrial revolution which created labour, land and capital as marketable
inputs in the production process. To this I am now adding the argument that the
industrial revolution created the idea of work as different from other tiring
activities (e.g. hobbies, rituals, nurturing the young and the old). By extension,
production became associated with the term ‘industry’, that is with the process
that occurred inside those ugly factories whose creation signalled the distinction
between work and non-work activities.

Unfortunately the economics textbook (also an indirect product of the
industrial revolution) does not recognise these subtleties. Instead it defines,
rather crudely, work as the opposite of non-work and production as the opposite
of consumption. Why does it do this? In my (biased) opinion, it does so because
of the urge to abstract from history; to create ‘scientific’ definitions independent
of historical change. In the process, it produces (I think) bad definitions.
However, one may argue that these disingenuous definitions may be necessary
for a good theory of markets. Are they? Read on.

7.2 Production as exchange

7.2.1 Labour as more than a commodity

Economics textbooks treat labour like any other commodity. They use the
Equimarginal Principle to model the determination of its price (i.e. of the wage)
and of its sold quantity (i.e. of the level of employment measured in working
hours or days). Having internalised the modern conversion of work into a
commodity (again you may want to turn to Chapter 1 to revisit the story of this
conversion), it assumes that labour can be purchased in a manner similar to the
way bananas change hands in some fruit market. This is the first serious
assumption: labour can be quantified and purchased just like any other



commodity. ‘I will have 5.6 units of labour,’ the employer is supposed to be able
to announce when entering the labour market. The second crucial assumption is
that units of labour, once purchased, combine with other factors of production to
produce specific quantities of output. It is as if the matter of how much output a
certain combination of labour and other factors can produce is of a singularly
technical nature; a little bit like a recipe: take a cup of milk, add three teaspoons
of flour, etc. and you will be able to serve six people. (This is effectively what
the isoquant curves of Chapter 5 assume.)

The discovery of women’s unpaid work in the home

For centuries housework was considered a woman’s duty. In recent
times, however, we have been made aware that women actually work in the
household as hard, if not harder, as anyone else. Feminists put it bluntly
when claiming that women were called housewives so as to hide the fact
that they were unpaid housekeepers. Why is it however that we have only
‘discovered’ this now? Sue Himmelweit (1995), a feminist economist,
answers this question:

My argument is that the willingness to talk about domestic work,
using tools designed for the analysis of paid work, and even to debate
whether household labour should be included in national accounts
statistics, stems from tendencies within the economy itself, which have
put paid and unpaid work into much closer and obvious comparison
with each other...Substitutes for the results of nearly all the activities
that go on in the home are available for purchase on the market,
providing an immediate way in which they can be valued.

Thus the emergence of a market for domestic services (e.g. laundry,
ironing, house-cleaning, baby-minding, etc.) allowed us to recognise
women’s domestic efforts as work!

Of course neither of these two assumptions have much connection with the
reality of workplaces. First, workers cannot sell their labour at the time when the
employment contract is signed. All they can do is sell a promise to report to
work at particular times and work ‘diligently’. What does ‘diligently’ mean
however? Who is to interpret its meaning? How hard is hard enough?

Compared to the fruit market in which it is easy to quantify how much a seller
sells before the transaction, the labour market is characterised by an



impossibility of explicit contracts between employers and employees. The 1979
general election slogan of the British Conservative Party captures the difference
between labour and other commodities nicely (even though this was never its
intention). In the case of all other commodities, the signing of the contract
between buyers and sellers ends the negotiations and the contest between the two
sides. In the case of labour, however, the opposite is true.

Labour isn’t working...
British Conservative Party election campaign poster, 1979

But if the first assumption (that labour can be quantified at the moment of
purchase) is threatened, the second assumption (that given employment
translates to given output) collapses. For how then can we speak of a
combination of X units of labour and Y units of capital producing Z units of
output? What are these units of labour? Are they measured in the number of
hours workers have been contracted to work? If so, how do we know how hard
they will be working, with how much enthusiasm, or with what intensity? Surely
the intensity and enthusiasm during the working day are not constants that the
employer has purchased together with the workers’ time. They are, instead,
variables which depend on a host of circumstances only one of which is the
wage.

Monitoring work, labour effort and the wage contract

Neoclassical economics has begun to acknowledge that imperfect
monitoring of workers causes problems for its analysis. For example it is
easy to show that if the employer cannot know how hard workers labour
(because the nature of work is such that they cannot be watched and
because output may fluctuate for reasons unrelated to workers’ effort— e.g.
fluctuations in the weather or in demand) the best solution is to charge
workers a flat fee for the right to work and let them collect any profit. In
this case (which is known by economists as the Principal-Agent Problem),
the workers pay the employers for the right to work and collect the
proceeds minus the employers’ fee. Indeed this is usually the case with taxi
owners and taxi drivers: the latter pay a fixed sum to the former and in
return collect the day’s takings. (Notice how this scheme transfers all the
risk due to variations in demand to the worker.)

Of course this does not explain the enforcement mechanism when
monitoring is possible. How do employers enforce a certain workpace




when there can be no prior contract which specifies the agreed pace in
advance? The answer is: by the threat of dismissal and other psychological
methods. It is these important determinants of the profit/ wage link that the
textbook theory does not account for.

Indeed they depend crucially on the precise relationship between employers
and employees, between employees themselves, on the threat of dismissal etc.
And since human relations, relations between rich(er) employers and poor(er)
workers, not to mention the culture of the workplace, are complex and
unquantifiable variables, how intelligent is it of economists to assume that the
level of output is a mathematical function of how many units of labour have
been purchased by the employer independently of these unquantifiable
variables?

Work effort in a firm and the economic links with the rest of the
economy

The employer can prevent workers from slouching only if they are
monitored and threatened with dismissal-—see previous box. However, the
‘value’ of this threat depends on how easily workers can get jobs
elsewhere; that is, on the level of unemployment. Thus labour productivity
depends on economic variables pertaining to the whole economy (macro-
economic variables, as they are called). But if this is so, it is impossible to
draw a firm’s isoquant curves (as we did in Chapter 5) without a complete
model of how the whole economy works.

Only if this host of social variables is included in the production function (i.e.
the mathematical rule which converts inputs into outputs) will the isoquant
analysis in Chapter 5 reflect reality. But since these variables are by their very
nature impossible to quantify, it may not be at all possible to do so. Then it may
be inevitable that any theory of production along the lines of the analysis in
Chapter 5 is unconvincing. To see this point from a different angle, consider the
centrepiece of the neoclassical theory of the firm: the Equimarginal Principle. It
breaks down the moment the social nature of production is taken into
consideration.

To see why this is so, let us recount how it produced a theory of the firm. In
Figure 5.3 the optimal utilisation of capital for the firm was given by point X.
How was this derived analytically? Simple. By altering the combination of
labour and capital while maintaining the same output level (i.e. while remaining



on the same isoquant curve) until the marginal rate of technical substitution (that
is, the slope of the isoquant) equals the ratio of the wage and the price of capital.

Given that the marginal rate of technical transformation is defined as the ratio
of the marginal product of labour and the marginal product of capital (i.e. the
extra output that will be produced by employing one more worker or one more
piece of capital respectively), to know the slope of the isoquant (or the marginal
rate of technical transformation) requires that we know the marginal products of
labour and capital. But if the argument in this section is correct and labour input
(or its effect on output) cannot be quantified straightforwardly (by measuring
hours of work alone), then it is not possible to know the marginal product of
labour or how different combinations of labour and capital can maintain the
same output level. In summary, the firm’s isoquants cannot be defined.

For example, travelling along an isoquant curve means reducing labour input
while simultaneously boosting capital use. In general this will involve firing
workers. This development, however, may affect the productivity of the
remaining workers directly. Labour productivity might increase if those who
keep their jobs become more fearful and, in response, accelerate their workpace.
However, it may decrease if the remaining workers are so incensed by the
dismissal of their colleagues that they reduce their effort (or even strike) as a
protest.

Notice the theoretical headache that this complication causes for neoclassical
economics. Geometrically speaking, it makes it hard, even impossible, to draw
legitimate isoquant areas. The reason is that, all of a sudden, the relationship
between labour inputs, non-labour inputs and outputs is no longer self-contained:
it depends on non-quantifiable (e.g. sociological, psychological, political, etc.)
factors characterising the employer-worker relation. Even though the effect of
trading off 100 workers for 1 extra industrial robot might be measurable after the
event, its magnitude depends on factors which are neither exclusively
‘economic’ nor specific to this particular firm (e.g. it may depend on the rate of
unemployement economy-wide). Returning to the geometry, the above means
that it may be hard to explain isoquants such as those in Figure 5.4 if sliding
down one of them (e.g. a firm trading workers off with machines) may lead to
many different directions in a manner that is difficult (perhaps impossible) to
explain by means of this theory. And if it turns out that isoquants, are ill-defined
functions then the same applies to the firm’s expansion path and, by extension,
to its cost curves (see Figures 5.5 and 5.6).

If this is so (and I believe it to be), why is it that (neoclassical) economics
insists on production functions, isoquants, cost curves, and so on? Why does it
continue to treat labour and bananas as if they were analytically equivalent (i.e.



mere commodities)? The answer is that, unless labour is treated this way,
production cannot be analysed using exactly the same tools (e.g. the
Equimarginal Principle) as those used in the theory of choice and consumption.

‘So what?’ you might ask. Well, recall Chapter 1 in which the proposition was
put that neoclassical economics was characterised (from its conception during
the later part of the nineteenth century to date) by an urge to create one large
mathematical model capable of explaining all economic behaviour in a manner
which shuts out of economics all sociological, historical and political arguments;
the perennial attempt to turn economics into a kind of social physics.

Now, consider what would happen if economists had to accept that production
cannot be examined properly without a theory about the social relations between
bosses and workers, between workers themselves or about the social
environment in which firms operate. It would be like admitting that history,
sociology, politics, etc. ought to have a say in the theory of the firm. If
economists know one thing it is that monopoly pays. And after having spent a
hundred years creating one in the sphere of economic theorising by shutting the
door on other social scientists, it would be madness to let them in again!

7.2.2 Keeping politics out of the picture: the covert role of isoquants

Another reason for the single-mindedness with which textbook economics
insists on treating labour like a mere commodity is political. Before neoclassical
economics, economists did not hide their politics behind equations: their
analyses were replete with their political views.

Positive economics

In a bid to proclaim economics as a pure science, neoclassical theorists
divide their economics into two types: positive and normative. Positive
economics is meant to be the analysis of how the economy is, objectively.
Normative economics comes in as an afterthought and studies how we
would like things to be; a subjective, value-laden view. Following this
distinction, the vast majority of neoclassical economists claim that their
work is positive economics (that is, objective science).

However, whenever we encounter a social theorist, or politician for that
matter, who tells us that their views of society or their recommendations
about policy are beyond politics, we should beware. The best way of
pushing one’s political agenda is to convince others that one does not have




one!

Adam Smith made it quite clear were he stood on most political issues of his
time; David Ricardo took an active role in Parliament (by buying a seat in it!),
haunting the landlords, whom he had depicted in his economic theory as the
main threat to growth, and championing the cause of the industrial capitalists;
Karl Marx devoted his life to working-class politics. It was not until the
emergence of neoclassical economics that economists began to pose as scientists
above politics and invented the myth of ‘positive economies’—see previous box.

How does this determination to keep politics out of the theory explain the
economic textbook’s devotion to the idea of labour as a mere, quantifiable,
commodity and of production as a simple market exchange of labour units for
money? Let me answer with another question: when two consenting adults do
mutually beneficial things without harming anyone else, is there any justification
for the rest of us to intervene? Of course not, is the liberal answer. Politics is
what happens in the public arena but not within such a relationship. Thus if
economists could convince us that the employer-employee relationship is of that
nature (i.e. mutually beneficial and consensual), then it should be accepted on
face value and not as something that needs to be questioned or analysed. The
only thing that would then matter, from an economic point of view, is the price
and quantity of the labour traded between employers and employees.

Notice how the analysis of Chapter 5 guarantees precisely such a view of
production which renders political, social and ethical aspects irrelevant: by
insisting that, because workers voluntarily sell their labour for a price labour is
like any other commodity on the market, it implies that what applies to the fruit
market must also apply to the labour market. Under this scenario, no exploitation
or exercise of power by employers is remotely possible and, by deduction, there
is no politics at the shop-floor. The economics textbook’s monopoly on wisdom
regarding production is thus assured!

When arguments like those of Section 7.2.1 make an appearance (e.g. that
labour is more than a commodity; that it cannot be quantified happily; that
because it cannot be quantified, and because the worker cannot promise a
specific quantity of ‘labour units’ at the outset, the employer-employee
relationship is one characterised by power-plays as the employer tries to extract
as many ‘labour units’ as possible after the contract has been signed ...), they
threaten the project of keeping economics free of politics. It is no great wonder
that economics textbooks do not pay much attention to these ideas. We must
never forget that textbooks were written by people with vested interests which



often clash with the pure pursuit of truth (and this must include the present
author!). Of course there is no question of a conspiracy of silence. All that is
necessary is a definite disincentive towards questioning the textbook’s authority
which ultimately takes the form of a financial incentive to write textbooks which
one’s colleagues will recommend to their students. Textbooks that challenge the
profession’s authority are unlikely to make money and therefore, following the
rule of the market, unlikely to be published!

7.2.3 The covert politics of isoquants

Isoquants (see Chapter 5) are simple curves depicting how every different
combination of labour and non-labour inputs automatically translates into certain
amounts of output. Can they have politics? Not as such. However, the argument
that firms purchase at the market particular quantities of labour which are then
put in the production process and, hey presto, out comes a prespecified amount
of output, is a political claim. To illustrate this, contrast this model of production
with the following ghastly image: pregnant women and small children working
in a tin mine for hours on end, abused by unscrupulous supervisors so that they
keep working at an inhuman pace. Sounds extreme? Well, maybe. But these
scenes did occur during and after the industrial revolution in Britain and do
occur (as you are reading this) in the Third World.

Carpet factories in the Indian sub-continent are notorious for working young
children in conditions of quasi-slavery for 14 hours a day and in return for pitiful
amounts of money. But even if these practices no longer existed, they still act as
a poignant reminder of the isoquants’ political implications. The point is simple:
from the textbook’s point of view, there is nothing really that helps us distinguish
between the horrors just described and the more civilised working conditions
experienced by western workers. For example, the owners of the carpet factory
above could justify themselves by arguing that they did not force these children
to work for them; that these children and their families consented to working
under such conditions and for low pay. ‘To have consented they surely benefit
from the employment we give them,’ they are liable to claim.

The personal IS political

At the beginning of Section 7.2.2 you came across the liberal position
that what consenting adults do behind closed doors is not political but
private or personal. Granted that this is an appealing principle worth




defending (who after all wants others to meddle with their private affairs?),
women came to notice something strange about it: their second-rate status
in and out of their homes, their exploitation in the hands of often violent
husbands, the undervaluation of their work... all these beastly aspects of
women’s lives were mostly consented to by women. Indeed the worst kind
of enslavement is one accepted by the slave as natural; as something that
could not be otherwise. Thus the feminist movement’s rallying call in the
1970s, in an attempt to eradicate exploitation by consent, was ‘The personal
is political’. From our point of view, this acts as a reminder that the mere
fact that individuals may have agreed to some exchange does not by itself
render that exchange apolitical, free or acceptable. The nastiest dictatorship
is one to which all consent.

Any theory that does not have the tools to look at this carpet factory and see
the rampant exploitation which goes on in there, is a blind theory. And when this
blindness is designed into the theory so as to keep politics at bay, it is not only
bad economics that results but also barbaric politics. In this context, some critics
of neoclassical economics see the textbook’s attempt to keep politics out of
economics not as just a theoretical mistake but, instead, a conscious attempt to
impose a particular type of politics: to be precise, the political view that anything
employers can get away with is OK! If this is true, isoquants represent a specific
political position; one that makes exploitation and coercion at the workplace
invisible.

7.2.4 Consenting to exploitation

If workers sell labour units to employers, in the same way that the newsagent
sold you a paper this morning, can they be exploited? Did you exploit your
newsagent? Surely, just like the newsagent, they would not agree to the sale if it
is against their better judgment. This is the political excuse the economics
textbook implicitly uses in order to justify its treatment of production as an
uncontroversial, technical process. The answer, of course, is that they may have
had no other alternative. Granted that no one forced them to take the offered job
and that their employer did not chain them to the work-bench, this does not rule
out exploitation. Let us not forget that desperate people will agree to do
desperate things. If you were dying of thirst in the desert you might have
consented to paying $10,000 for a glass of water. Similarly if your children were
dying of malnutrition you might have consented to working 18 hours a day for
some bread and water. In that case the employer would not need to chain you to



the work-bench.

The point here is that the extent to which a market exchange is truly
consensual depends on the seller’s opportunity to turn down a customer; to say
‘sorry, I don’t want to sell’. In the case of the fruit-market or the newsagent, the
fact that the seller has ample opportunity to reject your offer protects her from
being coerced into a disadvantageous trade.

She is protected by the presence of many buyers other than your good self
willing to purchase fruit or newspapers. Equally you, the prospective buyer, are
immune from exploitation because you can turn your back to her and buy your
bananas or magazines elsewhere (if she tries to charge you an exorbitant price).
The next box contains two definitions of a fair trade. The first is that implied by
economics textbooks: exchanges are free, or pure, if they are voluntary. The
second definition goes further by demanding that those who agree do so from a
position of some equality. That no party can exploit the other’s lack of an option
to turn down an offer.

Free trade: two conflicting definitions

1 A transaction (or contract) is free and fair provided it was agreed to by
all parties.

2 A transaction (or contract) is free and fair provided all parties had
viable alternatives to it and yet decided to go ahead with it.

But is this what happens in the firm? Is the capacity of the sellers of labour to
turn down job offers (or quit) evenly balanced with that of the buyers of labour
to fire workers and replace them with others? Perhaps such balance can exist
during periods of exceptional growth when demand for commodities is so
buoyant that there is a shortage of labour. However, it is far-fetched to assume
that this is always (or even usually) so.

For as long as there is unemployment, finding another job is always going to
be more difficult than finding another worker. This imbalance in the optout
opportunities of workers and employers means that their relationship is not as
consensual as that witnessed in your local fruit-market. An asymmetrical
distribution of options between firms on the one hand, and workers on the other,
translates into an asymmetry in the relative power of the two sides. The greater
the level of unemployment the greater the capacity of bosses to coerce workers
at the workplace regardless of the fact that workers have the right to walk out if
they so wish. In our harsh world, rights translate into capacities rather
infrequently.



Is this different from any other market? Can we not also say that in the fruit
market the seller can be ‘exploited’ by the buyer if, say, there is a glut of fruit in
the market and few people want to buy it? Then you could approach a hapless
seller who will consent to handing over the fruit at a price even below cost. Is
this not exploitation? Perhaps it is. However, once the fruit has changed hands
the exploitation is over. It is a one-off incident.

By contrast, labour units cannot be passed on from seller to buyer in the way
bananas can. Once the price of labour has been agreed, workers have to bring
themselves into the workplace day-in-day-out in order to impart their labour
units. Furthermore they cannot even have the fruit-seller’s privilege of knowing
exactly how many units they agreed to sell. Recall that the employer can always
demand that the employee coughs up more labour units (i.e. works harder)
during the contracted office or factory hours. More menacingly, there is no limit
to how hard is hard enough (that is, how many labour units will satisfy the firm’s
appetite).

Power struggles and productivity

...capitalists may often implement methods of production which
enhance their power over workers rather than those which raise
productive efficiency. For this reason, the technologies in use in a
capitalist economy...cannot be said to be an efficient solution to the
problem of scarcity, but rather, at least in part, an expression of class
interest.

Samuel Bowles, American Economic Review, 1985

In conclusion we see that labour is a strange commodity. It cannot be
measured at the point of sale and comes attached to human beings who are paid
by other human beings (the employers) whose purpose it is to separate them
from as many labour units as possible. To pretend that this process is a technical
matter that can be adequately described by means of isoquants is to use
mathematical tools in order to hide the true nature of the production process; to
obfuscate rather than to illuminate.

7.3 The source of profit in competitive markets



7.3.1 The political dimension of profit

Often the most difficult questions to answer are the seemingly easy ones.
‘“What is profit and where does it come from?’ is a good example. Textbooks
(see Chapter 5) define profit as the difference between revenue and economic
cost (which differs from accounting cost in that it takes into account all the
opportunity costs of production). The problem with this definition is that it does
not tie in profit tightly to some productive activity. For example, a successful
Mafia protection racket (that is, charging shopkeepers a weekly fee in return for
not destroying their shops) is usually highly profitable. But surely such ‘profit’ is
plain theft of other people’s wealth and has nothing to do with the generation of
wealth.

If you talk to a Mafia boss he will undoubtedly defend his profit as a
legitimate payment for the risks and work he put into his ‘business’. Indeed most
Mafiosi work hard and do take great risks. However, this does not change the
fact that their ‘profit’ is wealth produced by others and ‘claimed’ by the Mafia.
Ruling out Mafia gains as a form of economic profit is a first taste of how our
perception of profit is determined (perhaps unwittingly) by our politics,
ideology, ethics, etc. This may be an extreme example yet not a misleading one
of how economists, depending on their ideology, adapt their view of what
constitutes legitimate profit and what does not. Economists have done this from
time immemorial!

As an example, recall David Ricardo’s disapproval of the economic role of
landlords (see Chapters 1 and 3). To his mind, receiving increasingly large sums
of money solely because one happened to have inherited desirable real estate,
dilutes the incentive mechanism of capitalism and undermines its energy.
Moreover the received money is the result of other people’s (i.e. capitalists’ and
workers’) efforts; a form of theft. Clearly if this political bias in favour of
entrepreneurs and against landowners was to be maintained, Ricardo needed to
show that profit (i.e. the entrepreneurs’ reward) can be distinguished decisively
from the landowners’ loot. Subsequently Ricardo formulated his theory of rent
so as to distinguish the worthy return to capitalist endeavours from the unworthy
rent collection of profits and thus maintain his anti-landlord agenda.

Another political economist who made no bones about his political agenda
was Karl Marx. Just as Ricardo wanted to castigate landlords for extracting, in
the form of rent, the wealth generated by others (that is, the capitalists), Marx
endeavoured to prove that capitalists extracted, in the form of profit, the wealth
produced by workers. So profit for Marx, just like rent for Ricardo, was seen as
the byproduct of exploitation of a productive class by an unproductive one.

Quite naturally, economists with political sympathies for landlords tried to



rebuff Ricardo’s theory of rent. And those who sympathised with capitalism, felt
an urgent need to show that Marx was wrong and that profit was a legitimate
payment to capital for its productive contribution.

7.3.2 Profit as a just payment

The standard (neoclassical) defence of the ethics of profit-making in the face
of Marx’s critique is that capitalists, like all owners of commodities or of other
factors of production (e.g. land, labour, etc.), need to make a return in order to
keep ‘supplying’ the market economy. Put bluntly, every commodity has its
price. For example, unless apartments command the right amount of rent, they
will remain untended and will crumble down. Without wages reflecting workers’
productivity, workers will choose unemployment and thus labour will not be
supplied. In exactly the same way, argue neoclassical economists, if capital does
not return a profit to those who have accumulated it, then it will wither. Each
factor receives its price and, provided the market for each of those factors is
competitive, there is no exploitation and no extraction by one group of the
products of someone else’s labour or application.

The most ingenious defence of capitalist profit along the lines of the previous
paragraph was that founded on the ubiquitous Equimarginal Principle at the
heart of the neoclassical analysis. Let me rehearse the argument once again.
Question: what determines the value of X for person Y? Answer: the amount of
money Y is prepared to pay for the next (or the last) piece of X. Thus, according
to neoclassical theory, the best measure of labour’s value is the amount one
additional worker will add to a firm’s revenue if employed. That is, employ an
extra worker and see how much more output will be produced. Then value that
output, depending on the price you can get for it, at the market. That value,
generated by hiring an extra worker, is called the marginal revenue product
(MRP) of labour.

As long as this MRP exceeds the wage of the additional worker, the firm will
employ an extra worker (since doing so will bring in more revenue than the
additional labour cost it will create). On the other hand, if the MRP of the last
worker to have been employed is less than the wage, then that worker will be
fired. Consequently the firm will employ a number of workers such that the
wage is exactly equal to labour’s MRP. In this sense, workers will receive the
full value of their labour; not a penny more or less—see the box for an example.

The value of labour according to neoclassical theory
Consider a company making beds and suppose that if it were to hire an



extra worker the firm’s output would increase by one bed per week without
any extra costs (i.e. the extra bed will not require additional raw materials,
electricity, etc. in order to be produced). If the firm can sell an extra bed
each week for $300 then it follows that the firm will be happy to hire an
extra worker and pay up to a maximum of $300 per week. Now suppose
that prices drop and the firm cannot sell that extra bed for more than $280.
Then the newly hired worker will be fired or the wage will be reduced to a
maximum of $280. In conclusion, the theory claims that, in competitive
labour markets, wages reflect the value of labour measured by labour’s
marginal revenue product; that is, by the arithmetical product of (1) the last
worker’s output, and (2) the price that output can fetch at the market.

The same analysis is used in order to explain profit as the price of, or the
return to, capital. Hire an extra unit of machinery and see how much the firm’s
revenue changes by. This change is the marginal revenue product (MRP) of
capital (which is calculated by multiplying the change in output, following the
employment of one extra unit of capital, with the price that output commands at
the market). As long as the price of capital is less than its MRP, more capital will
be employed. The firm will stop employing more capital when capital’s MRP
equals the price of each capital unit. Thus, if we think of profit as the price of
capital, profit is determined by capital’s marginal productivity.

The above analysis of profit adds a fascinating angle to the discussion in
Section 7.2 in which a number of criticisms were made of the textbook
assumption that labour is just another commodity. Given that the weight of
argument in Section 7.2 tilted so heavily in favour of the conclusion that labour
is more than a mere commodity, why are economics textbooks so keen to carry
on describing the labour market as if it were no different to the market for
bananas? The previous paragraphs may contain the answer.

For if it were accepted that labour is a commodity like all others, then all
would agree that its value corresponds to the marginal utility it offers its buyer
(like all other commodities). And if capital were also thought of as a commodity,
then all would agree that its value can be explained with regard to the marginal
utility it offers its buyer. Then, by default, everyone would agree that in a
(competitive) market economy labour and capital, just like all other
commodities, receive payments consistent with their marginal productivity. It
takes a tiny step to travel from this conclusion to the belief that, under
capitalism, labour and capital receive their just rewards.

Is this not a grand defence of capitalism from the attacks of subversives, like



Marx, who claim that profit is the result of the exploitation of workers by
capitalists? Construed as a commodity which receives its full value in direct
proportion to its productive contribution, the proposition that labour is exploited
sounds nonsensical. Furthermore, by showing that profit is a natural reward for
the productive contribution of the services of capital’s suppliers, profit is cleared
of any association with theft, exploitation, coercion and the like.

In summary, neoclassical theory portrays profit as just payment; a fair reward
to those who invest in capital goods instead of spending on luxuries, holidays,
etc. To bolster this claim, the theory explains the size of profit (i.e. the rate of
profit) by yet another application of the Equimarginal Principle: the profit rate
equals the value produced by the last (or marginal) unit of capital employed. In
other words employers receive a reward in proportion to the marginal
productivity of the capital they invested in.

However, this neat definition raises a thorny question: how can the quantity of
capital be measured so that profit rates can be explained by quantities of capital
(as the neoclassical theory demands)? This question attracted a great debate
which became known as the Cambridge Controversy (as it involved heated
exchanges between economists in Cambridge, England, and Cambridge,
Massachusetts). The outcome of this debate was that the quantities of different
bits of machinery (i.e. of capital) could not be measured unless the rate of profit
was known. Put differently, it is impossible theoretically to determine the rate of
profit by first measuring the quantities of capital and then measuring the value
that each of those quantities could produce.

But this is a devastating blow to the neoclassical defence of profit as a fair
payment reflecting the marginal productivity of capital. For if we need to know
the rate of profit before measuring the quantity of capital, what is the
determinant of profit? Where does it come from? Even more ominously for
defenders of capitalism, this theoretical twist opens the door to Karl Marx and
his followers who answer: ‘Profit results from the exploitation of workers.’ Is it
therefore terribly surprising that neoclassical economists are in no mood to be
reminded of the Cambridge Controversies?

7.3.3 Capital as a social relation

Suppose one abandons the notion that labour is a commodity like all others
and accepts the arguments in Section 7.2. What happens then? First, the idea that
labour units can be purchased at given prices (or wages) disappears. With a
given wage and given working hours, how much effort the worker will put into
the production line depends on a host of factors, not only the incentive
mechanism, the degree of surveillance, the probability of being fired, the fear of



unemployment, but also the social norms prevailing in the firm and in society at
large (for instance note the difference in the work ethic between Japan and a
Mediterranean country like Greece). Second, isoquant curves disappear since
there is no longer any strict correspondence between the amount of labour time
purchased by firms and output. Third, capital and profit take on a whole new
meaning.

To explain the last sentence, consider the hypothetical case where a firm
manages to work its labour harder for no extra pay (e.g. recent increases in
unemployment cause greater insecurity and heighten the threat of being fired).
Naturally its output and profit will increase. Is this increase in profit due to a rise
in the marginal productivity of capital (recall that according to economic
textbooks profit is a reward for capital’s productivity)? Of course not. Profit
increased because workers were ‘convinced’ to generate more labour units for
no more pay. At least part of the firm’s profit is due to the exercise of social
power by employers over their employees. Thus the moment we recognise that
labour is not a traded commodity (as bananas are), we recognise implicitly that
profit is not just a reward for the productivity of capital. At least partly, it is also
due to the exercise of social power!

Slowly yet steadily, the admission that labour is a human activity irreducible
to the status of commodity leads us to the subversive thought that capital may
not be a plain commodity either. Let us think about this. If profit is invested by
firms in order to accumulate capital so as to increase productivity further (since
this is the only way of keeping the firm’s competitors at bay), then capital is the
realisation of previous profit. But if profit is the product (at least partly) of the
firm’s social power over workers, then capital is a manifestation of that power
too. In this sense, capital encapsulates value that was extracted from workers as
opposed to value that was traded between equals. Capital suddenly emerges as a
social relationship (or at least the manifestation of the social relation between
employers and employees).

‘Fair enough,” you might say. ‘If we agree that the transfer of labour is a
contested transfer, rather than a pure exchange, profit will begin to smell of
exploitation and capital will emerge as the product of a social, as opposed to a
purely economic, relation. So what? Would this make any real difference in how
we understand the value of bread, the price of personal stereos, the productivity
of Jack or Jill?’ It does. Let me illustrate how in two steps. The first step
elaborates the nature of the relationship between worker and employer. The
second step shows how the value of bread or personal stereos reflects the whole
web of social relations in society.

Step 1: If workers do not sell labour units to employers, what do they sell?



One possible answer was given by Karl Marx: they sell their time (e.g. 40 hours
per week) for a price (the wage). The buyer of that time then uses it in order to
extract as much actual labour (or effort) from the workers during the purchased
time. The worker effectively transfers her ‘energy’ from her person to the
commodity in hand and thus bestows economic value to it. But she does not get
paid for that ‘energy’; she gets paid for her time. Profit then results from the fact
that her ‘energy’ is worth more than her time. It is this difference that the
employer retains and from this difference springs profit.

But why does the worker agree to part with her ‘energy’ for a price which
reflects only the market value of her time spent at work (but not the value of the
work itself)? Because she has no other alternative, is the answer. The employers,
given their monopoly on means of production, are holding all the cards. If you
own no tools, land, capital, etc. and you decline to work for the price of your
time (which is less than the worth of your efforts), then too bad: you starve. As
mentioned earlier, according to this left-wing view it is the asymmetry in the
options of employers and employees that makes profit possible.

Step 2: Consider the statement ‘The value of bread depends on the “energy”
expended by those who baked it.” The idea here is that competition amongst
bakeries forces the price of bread to a basement reflecting the cost of making it.
Other things being equal, this basement value is proportional to the amount of
effort, or human energy, necessary to bake it.

Suppose now that Jack and Jill are two workers, one working for the Sliced
Bread Co., the other for the Wholesome Bread Co. Imagine that the Sliced Bread
Co. is antiquated and uses old coal-fired ovens whereas the Wholesome Bread
Co. uses modern electric ones. There is only one way Sliced Bread Co. can
survive: by having Jack work harder than Jill in order to compensate for the
slower, more expensive, ovens. At the end of the day one of them works harder
than the other yet the products of their labour have the same value at the market.
At this stage, effort of the same magnitude has different economic value because
of differences in the machines used. Thus it is clear that the value of a loaf of
bread cannot be determined just by labour’s contribution; it depends also on the
technology used.

Of course in the long run the Sliced Bread Co. will have to upgrade its ovens
(or close down). When it does upgrade, then Jack and Jill will be working as
hard as each other in order to bake bread of similar market value. As technology
improves, the amount of labour needed in order to produce a loaf of bread falls.
Thus the value of a loaf of bread depends on society’s overall technological
advances. Moreover how much labour effort, or ‘energy’, will be put into bread
production by workers depends on how successful the managers of Sliced Bread



and Wholesome Bread are in making workers labour harder as well as in
employing the latest technology. And since they are likely to be more successful
the greater the overall rate of unemployment, it also transpires that the value of
bread will also depend on the level of unemployment. If this were not enough, it
will also depend on the distribution of unemployment; for if there is a lot of
unemployment in the mining industry and very little in the bread industry, then
(given that those working in bakeries will be less worried about losing their jobs
than miners) the bread manufacturers will not be able to increase labour
productivity as much as mining firms.

The moral of the story for the philosophical reader is simple: if one accepts
the proposition that labour and capital are not simple commodities but, instead,
they represent social relations then it turns out that it is impossible to talk about
the value of bread (or of any other commodity) without a theoretical analysis of
the technological and social structure or even the history of the entire society.

The political implication of this is even more controversial: if we cannot
understand the value of simple commodities like bread without first examining
the whole web of social relations (e.g. the relation between classes, sexes, races,
etc.), it cannot be true that the only thing that matters from the economic point of
view is that we understand the movements of demand and supply in individual
markets. Furthermore if profit and capital accumulation depend on how
successfully extra (and unpaid) labour units can be squeezed out of workers,
then it transpires that unemployment (and its related ills) are not mere accidents
or failures of capitalism. Since it is the fear of unemployment that enhances the
gap between (1) the economic value of the effort workers put into production
and (2) the value of their time (their wages), unemployment is central in
generating profit and thus capital.

You can now see in full colour the repercussions of espousing this analysis:

1. wasteful unemployment is an essential aspect of a successful capitalist
economy (rather than a problem which can and should be addressed within
such an economy)

2. profit is not a payment for some productive activity but more like a rent
charged by those who monopolise the factories and the land for no other
reason than the fact that they have the social power to do so

3. demand and supply are powerless to explain the value of bread which can
only be explained by looking at the totality of social and economic
relations.

What is the natural implication of this explosive brew? That capitalism is
inefficient in its use of human and non-human resources and it must be replaced



by a more rational system where economic activities are coordinated centrally
and growth/profit for the few is not sustained by the immiseration of the
unemployed and the exploitation of the many.

For the economists who wanted to derail such socialist ideas, reliance on
neoclassical theory came naturally. Their argument was that all the social facts
relevant to economic analysis of production could be encapsulated within
isoquant curves and, thus, production functions. Thus, even though the
weaknesses of these neoclassical theories were widely acknowledged by many
economists who used them, they received very little attention outside the small
circle of radical or left-wing economists. In summary, the domination of the
textbooks’ analysis of firms and markets by neoclassical models is best
interpreted (in my biased opinion) as a political phenomenon, rather than a
scientific one. Neoclassical economics served admirably as a set of models
defending the free market economy.

7.3.4 Saving capitalism from its neoclassical defence

At times the defenders of a political ideology inadvertedly end up doing more
damage to it than its enemies. Witness for instance the damage inflicted on
Christianity by the fanaticism of the Inquisitors, or the plight of the socialist
ideal in the hands of socialist zealots. Some economists, totally supportive of
free market economies, suggest that the ideal of capitalism is under threat from
neoclassical attempts to defend it. Best known amongst them is the
twentiethcentury Austrian economist Friedrich von Hayek (1899-1992). He took
a look at neoclassical theory, and decided that it contained neither a good
description nor an intelligent defence of free markets.

Economists, of all political persuasions, cannot count!

All economic theories, whichever their political orientation, have
problems with arithmetic! It is not, of course, that economists are
innumerate. Rather, the problem lies with a difficulty in identifying, and
therefore measuring, variables which are crucial to the integrity of their
theories.

Neoclassical theory

We have already seen how neoclassical theory would find it hard to
measure labour input (as opposed to the number of working hours




purchased by the firm). An even greater problem for this type of analysis
(which dominates economic textbooks) concerns the measurement of
capital. In Chapter 5 we drew diagrams in which one of the axis
represented the number of capital units. Yet how can we measure capital? If
capital is machines, there are all sorts of different machines, some big some
small, some brand new some ageing. How can we add them together and
come up with a number as to how many capital units a firm employs? And
what about the price of capital? How is it to be determined unless we can
add all capital together and say: The supply for capital in the market as a
whole equals X units.” Thus neoclassical theory has a problem measuring
the most significant inputs into the production process: the amounts of
actual labour and of capital that are fed into production. In that case, it
becomes impossible to use the Equimarginal Principle (since it relies on
measuring the effect of an extra unit of labour or capital on revenue) in
order to determine the economic values of labour and capital.

Marxist economics

The left-wing approach initiated by Karl Marx, and featured in the
previous section, faces its own measurement difficulties. When we talked
of the value of bread, the value of labour’s efforts, the value of labour time,
this ‘value’ notion was not the same as price. By referring to values rather
than prices, this approach tries to dig deeply into the causes of price
changes; to look beneath the surface of ephemeral prices and unearth the
under-currents which influence prices in the long run. Thus this whole
analysis is carried out in terms of values with the hope that actual prices
will, in the long run, come to reflect these values. The problem with this
idea is that, whereas prices can be measured, values cannot. Moreover it
has been shown that, theoretically, prices are unlikely ever to reflect these
values. Thus one cannot even claim that the movement of prices gives us a
rough indication of the changes in the value of commodities, labour, etc. In
conclusion, it seems that economic theorists cannot measure the variables
closest to their hearts (e.g. marginal productivity for the neoclassical, value
for Marxists). Yet another reason on why they cannot prove each other
wrong.

Hayek seems to ask: why do we teach newcomers to economics that the



model of perfect competition (recall Section 5.2.5) is the ideal description of the
free market? (Unlike this book, most economics texts begin with perfect
competition as the main instrument for introducing students to the theory of
markets and firms.) Do we do so because we think that they will be inspired by
it? That they will recognise in it the splendid qualities of capitalism? What are
these qualities anyway? Hayek’s answer is that markets are remarkable
institutions because they are so anarchic and so irrepressibly fluid. No one can
really tell what will happen next in a real market. No one is sufficiently informed
about what consumers want (not even consumers themselves), or what is the
cheapest way of producing things. The resulting uncertainty causes everyone to
be on their toes and to try to insure against the multitude of lurking dangers.
How can they do this? Through perpetual innovation, is Hayek’s answer.

The impossibility of knowing what is about to happen in the market feeds into
itself as people respond to uncertainty by creating new products and new
production methods. Compare this jungle-like scene with the textbook’s model
of perfect competition: a tranquil world in which everyone knows everything
there is to know and therefore no one can outwit anyone. Since each knows this
too, they all realise how futile it would be to do anything other than accept
passively their unimportance. More tranquillity results. In Hayek’s mind, this is
not a model of a dynamic capitalist economy: it is rather a hellish picture of
stagnation.

It is not only that textbook models misrepresent the true nature of capitalism
which angered Hayek. He was worried primarily for political reasons. At the
time he was formulating his most important critique of neoclassical theory (the
1930s and 1940s), the greatest of debates centred on the question of whether it is
best to rely on free markets or to plan an economy centrally (as was the case then
in the Soviet Union). Hayek felt that neoclassical arguments in favour of the
market were a gift for the supporters of central planning.

Briefly, his position was this: textbook economics presents perfect
competition as the ideal to which capitalist markets must aspire. In that model it
is accepted that every bit of economic information can be known (e.g. the firms’
marginal costs, the demand curve for each commodity, etc.). But if this is so,
Hayek exclaimed, is it not true that we can plan an economy? Rather than
leaving it to the market, we can decide that the Ministry of Economic Planning
will determine prices for each commodity depending on demand and cost
conditions for each industry. Additionally such a planned economy would be
immune from the dilution of competition which often occurs in capitalism
through the emergence of large corporations with significant monopoly power.

Hayek is adamant that the neoclassical models which appear in such glossy



diagrams in today’s textbooks offer excellent ammunition to those who want to
wreck the free market. His suggestion is this: if you want to claim that markets
are irreplaceable, focus on the impossibility of double-guessing the economy.
People change their minds all the time about what they want, fashions come and
go, technology is an ever-accelerating roller-coaster: there is just too much
economic information around us and no planner or economic model, however
clever or well meaning, can digest it and respond intelligently to all these wants
and capabilities.

The anarchic market is the only institution that can create some order out of
this chaos. Nevertheless order which is thus created is created spontaneously or,
otherwise phrased, unpredictably. Unsurprisingly no economic model (that is, a
human being’s design) can capture this process. For if it could, then the market
would not have been spontaneous (and, by deduction, irreplaceable).

Another great Austrian defender of unregulated capitalism was Joseph
Schumpeter (1883-1950). He also turned on the model of perfect competition,
just like Hayek did, for idealising perfect competition and for demonising
monopolies. His simple point was that innovation cannot be pursued by
companies making next to nothing. Only large corporations with significant
market (i.e. monopoly) power can afford to indulge into research and
development. So, what is all this rubbish about perfect competition being the
ideal market in which profit tends to zero? If capitalism is to be celebrated, we
should be playing up (rather than down) its tendency to spawn monopolies. As
for any fears that monopolies will be too powerful and will exploit consumers,
he dismissed them by claiming that monopoly power is like fashion: here one
moment gone the next. As new products are developed by small firms, today’s
dinosaurs will die off and new firms will rise to take their place. He called this
process creative destruction.

In summary, the perspective of Hayek and Schumpeter is very appealing to
those who have a high regard for the genuinely free market. It is not however as
popular amongst theoretical economists because it results into an admission that
no economic model can capture that which makes markets indispensable.
Although diametrically opposed politically, this criticism of textbook (or, more
generally, of neoclassical) models of firms and markets shares many common
features with the criticism waged by socialists. Socialists criticise what they see
as indefensible neoclassical assumptions (e.g. labour and capital being
commodities like all bread and butter, the firm has no power, competition is
static) whose role is to portray capitalism as natural and just. Free marketeers
like Hayek and Schumpeter criticise the same assumptions but for the opposite
reason; namely, that the end result is a poor defence of capitalism.



7.4 An alternative approach to production

Criticising theories is always easier than improving upon them. In this section
the criticism gives way to a constructive suggestion. Suppose that we were to
reject the isoquant approach to the firm’s behaviour as well as the neoclassical
model of markets (i.e. the contents of Chapter 5) and individual choice (i.e.
Chapter 2). What could we then say about how prices and profit are generated?
What would a non-neoclassical theory of production look like?

For a start, it ought not treat labour as another commodity, or assume that
profit is a mere price (of capital), or insist that capital is homogeneous (i.e. that it
can be measured in the same way pounds of sugar or kilowatts of electricity
can). Moreover it would have to avoid the modelling practices for which
neoclassical theory has been criticised. For example, the practice of habitually
assuming that firms maximise profit incessantly when it is clear that managers
often pursue a blend of objectives (including maximising market share, profit,
control of the organisation or the market, even political objectives). Or the
practice of specifying the way the market is structured before analysing it (that
is, how many firms there are, how they choose to compete, whether they try to
undermine each other or collude). A model faithful to these criticisms would
have to avoid some assumptions central to the neoclassical models. The question
then is: is it possible to tell a story about how prices, wages and profit are
determined without any such assumptions?

7.4.1 A pure production model (proposed by Piero Sraffa)

Imagine a totally hypothetical economy comprising only two industries: the
grain and the cattle industry. It is quite clear that the two industries are
interrelated: cattle farms need to buy grain to feed their animals and grain farms
need cattle to plough the land. This is not unlike our modern world in which one
industry uses the products of other industries in its production process (e.g.
computers being used by steel and concrete factories while computer companies
are housed in buildings made of steel and concrete). Let us now suppose that in
order to grow 10 tons of grain, farmers require 2 cows to pull the plough, 4 tons
of grain as seed and as feed for cows, and 1 person working full time for a
certain period (e.g. 6 months). Turning to the cattle farmers, in order to
‘produce’ 10 healthy cows during the same period, they require 3 tons of grain,
another 4 cows (to act as parents to the calves) and 2 persons working full time.

Let us summarise this information in Table 7.1.
Suppose that the price of each ton of grain and each cow are p, and p .



respectively. Producing 10 tons of grain can be viable only if their market value
is greater (or at least not less) than the cost of producing them. Now, the market
value of 10 tons of grain is 10 times p, (i.e. 10pg). What is the cost of producing

10 tons of grain? From Table 7.1, the farmers will need 4 tons of grain
(cost=4py), 2 cows (cost=2p.) and 1 worker. Letting the worker’s wage be

denoted by w, the total cost of production is:

Table 7.1 Joint production

Cost of producny 10 tous of gl'di[.;"-ljg+2p(+“‘ i1
Suunlarly,
Cost ol producing 10 caule—0p +40 +2w i)

For these two industries to be financially viable, the value of the 10 tons of
grain (i.e. 10p,) and of the 10 cows (i.e. 10p.) must, at the very least, cover the

production cost of these quantities (see expressions (1) and (2)). In other words,

10p, mus: be greater than or equal to 4p_ 12t w 2

10p, must be greater than or equal to 3p +4p 42w (1)

If profit is to be made, the revenue on the left hand side must be greater than
the cost on the right-hand side in (3) and (4). However, the economy can
generate profit only if it is producing a surplus. Let us see whether it does. In
each period if the two industries are to produce the 10 tons of grain and the 10
cows, they must ‘consume’ together 7 tons of grain (4 to be used in the grain and
3 in the cattle industry). Thus this economy uses 7 tons of grain to produce 10
tons; a surplus of 3 tons of grain per period. Looking at the cattle industry, the
two industries ‘consume’ 6 cows per period: 2 cows are used in the grain
industry and 4 in the cattle industry itself. The output of the latter being 10 cows
(or calves), there is a surplus of 4 cows per period. Consequently this economy
manages to create, during every productive cycle, a surplus of 3 tons of grain
and 4 cows. So, if there is a surplus someone can appropriate it. Who? It will
either be the employers or the workers. Who gets which part of this surplus will
depend, as we shall shortly see, on the wage.

Since, as we have just established, there is room for profit in each of the two



industries, (3) and (4) can be rewritten as equalities:
10p =4p —2p +w+Crain-industry-profit i5)
10p =3 p:+41:r‘—2v'r'+f3au;r-.fndua iry-profit i6)
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On the left-hand side of equations (7) and (8) we find the ratio between an
industry’s profit from producing 10 units of output (tons of grain or cows) and
the amount it spends in order to do so on these two commodities. If we think of
each industry’s expenditure on cattle and grain as an investment essential to the
production process of each commodity, then the ratios on the left-hand side of
(7) and (8) are best thought of as the profit rate in each of the two industries.
Therefore equation (7) captures the amount of profit grain growers should expect
for each $1 they spend on cattle and grain. Similarly equation (8) relates the
profit cattle producers should expect for each $1 they spend on cattle and grain.

Let these profit rates be denoted by PR =Grain-industry-profit/(4p,+2p.) for

the grain and PR =Cattle-profit/(3p,+4p,) for the cattle industry. So far nothing

has been said about the behaviour of individual producers. For instance no
assumption has been made about how much they choose to produce, or whether
they maximise profit. In order to push the analysis further, some behavioural
assumption needs to be made. However, nothing as drastic is required as in the
neoclassical model which has to specify the firm’s objectives fully. Here we
need only suggest that when individuals or firms decide where to invest (that is,
invest money either in businesses producing grain or cattle), they select the
industry with a higher profit rate.

The industry which attracts more investment money will experience an
increase in its output brought about either by the establishment of new firms or
the expansion of old ones. This rise in supply will mean more competition
amongst suppliers and an eventual decline of the price and, consequently, of the
industry’s profit rate. By contrast the other industry, the one with a lower profit
rate, will suffer a decline. However, and this is the irony, as investment money
departs for greener pastures the industry from which it fled will produce less,
competition amongst the remaining firms will decrease and thus they will be



able to charge a higher price. Thus the industry with the lower profit rate will
experience a rise in profit. The end result of both these tendencies (that is, the
tendency of the profit rate in the more profitable industry to rise and that in the
less profitable to fall) will be an equalisation of the profit rates across the two
industries.

When, and of course if, the two profit rates PR, and PR, equal each other, the

two equations (7) and (8) can be combined into one:

10p —(4p H2p) —wl/ (4p,+2p )
:[ll)pl_—[:31'.-[5+41}ﬂ'|—2w] i3p +4p ) (9

Equation (9) is impossible to solve because it contains three unknowns: the
two prices and the wage. However, suppose we set one of the two prices equal to
1. For example, let us set the price of each ton of grain equal to 1. Furthermore,
let us set the wage also equal to 1. Equation (9) then becomes:

[LO=(4+2p )= (4+2p ]
=[10p -(3+4p )-2]/(3+4p (10

Equation (10) contains only one unknown (the price of each cow) which can
now be given a numerical value. Solving for p. we get the value 1.323. But what

does this mean? Why did we set the other prices (the price of grain and the
wage) equal to 1? The reason we set these prices equal to 1 is that it was the only
way we could find a solution to our ‘economic system’, albeit only a partial one.
But what does this solution mean? Since we set p,=1 arbitrarily, the derived

value of p.=1.323 can mean only one thing: that for the amount of money which

buys you 1 ton of grain, you cannot afford to buy a cow! Indeed each cow is
1.323 times more expensive than a ton of grain; or, to put it differently, 1 cow is
worth the same as 1323 kg of grain. Although we are not much wiser about how
much either grain or cattle will cost in actual money, we do know the relative
worth of the two commaodities. So, although we cannot derive actual prices from
this simple model, we can still deduce what economists refer to as relative prices
(that is, the price of grain relative to the price of a cow).

Similarly with the wage: we set it, without knowing anything about it, equal to
1. Doing so was an admission that we cannot work out the level of the wage.
However, setting w=1, p.=1 and p.=1.323, and substituting these values in

equations (7) and/or (8) gives us a value for the profit rate:



PR,=PR =0.354
(Check that the profit rate above is the same value whether we substitute the
values w=1, p,=1 and p.=1.323 in equation (7) or (8). This is, of course, not

surprising since we have assumed—see equation (9) —that the profit rate in the
grain industry is the same as that in the cattle industry.)

What does this profit rate mean? Nothing much by itself, in the same way that
finding out that the price of a ton of grain equals 1.323 did not mean much by
itself. Just like p,=1.323 was only meaningful relatively to the price of cattle, a

profit rate of 0.354 makes sense only in relation to the set value for the wage
(w=1). It states that, if a worker collected $1000 for a period’s (e.g. 6 months)
work, the owners of the firm made a profit of $354 for each $1000 they invested
in their firms.

7.4.2 Wages, prices and profit

To get a whiff of the implications of this model, suppose that some recent
improvement in the way cattle are raised halves the amount of direct labour
required in order to produce 10 cattle. Arithmetically speaking this means that
equation (8) becomes

[Carde-mdusty-profu]/(2p +4p )
={10n —(3p_+4p ) -w]/(2p +4p ) (8

The only difference between (8) and (8’) is that in the latter the cost of labour
for producing the 10 cattle is only w (i.e. one worker times the wage) whereas in
equation (8) it equalled 2w (since two workers were needed prior to the
introduction of the new method of raising cattle). Reworking our numerical
example on the basis of (8') generates the following results: setting w=1, p,=1,

we end up with pg=1.196 and a profit rate of 0.408.

Observe how this simple model has thrown light on the effect of technological
change in the cattle industry on the relative price of grain and cattle as well as on
the profit rate: As a result of a reduction by 50 per cent in the amount of labour
required in the cattle industry, cattle is now relatively cheaper (its price relative
to that of grain has diminished from 1.323 to 1.196, that is a cow is worth about
127 kg of grain less than before) and the profit rate has risen from 0.354 to 0.408
(that is, for every $1000 invested in production of either grain or cattle, firms
earn $408 in profit). Happily this makes perfect sense. Since the same surplus is
generated with less labour, and given that the wage has not changed, employers



reap the benefits in the form of increased profit.

Let us now turn to the effect of changes in the amount of money workers are
rewarded with (that is, the wage). Starting from the original situation (equations
(7), (8) and (9)) we found that when the wage is 1 (and setting the price of a ton
of grain equal to 1 as well), the rate of profit equalled 0.354 (or 35.4 per cent of
expenditure on raw materials). Suppose the wage were to be doubled. Setting
w=2 in equation (10) the price of cattle increases from 1.323 to 1.414. Why? The
answer is that cattle production is more labour intensive than grain production
(recall that while it took 1 worker to produce 10 tons of grain, 2 workers are
needed to ‘produce’ 10 cows) and therefore when the price of labour increases,
cows cost relatively more than grain.

Substituting p.=1 and p.=1.414 in either (7) or (8), the new profit rate emerges

as 0.172. The meaning of this is that the doubling of the wage has led to a
reduction of the profit rate from 35.4 per cent to 17.2 per cent of expenditure on
raw materials. This result reflects the basic idea that, when the economy
produces a surplus, the wage rate determines the proportion of that surplus to be
appropriated by workers. The higher the wage the greater the workers’ share of
that pie and, conversely, the lower the wage, the greater the employers’ profit.
This relationship between wages and profit can be worked out explicitly (see
Figure 7.1a) by setting the price of grain equal to 1 (as before) in expression (9)
and then trying out a sequence of wage rates in order to observe the profit rates
and relative prices which will emerge.

In this example we have allowed the wage to take the values 1, 1.5, 2 and 2.5.
Figures 7.1a and 7.1b present the effect of these wage rates on profits and on the
relative price of cows (relative to grain).

As Figures 7.1a and 7.1b suggest wage rises force the rate of profit to fall and
the good whose production is more labour intensive to appreciate in value. In
summary, the surplus generated at the end of each period can be distributed in
any which way between workers and employers in the form of wages and profit.
Who will get what depends on the relative social and institutional power of the
two sides. Whether this inherent antagonism will spill over in industrial conflict
(e.g. strikes, lock-outs, go-slows) will depend on the political environment, the
legal framework for mediation, the nature of the State and so on.

7.4.3 The strengths, weaknesses and politics of the pure production model

Strengths
Starting with its strengths, this model offers simple yet powerful insights. It



explains readily how prices, wages and profit are interlinked; of how changes in
the production process of one good filter through to changes in the prices of
other commodities as well as in the profit rate across the economy. For instance
we saw how an improvement in the method of producing cattle (a reduction by
half in the amount of labour required to produce 10 cattle) caused the relative
price of cattle to drop and the profit rate to rise throughout the economy.
Moreover these insights can be extended in uncomplicated ways to reflect a
more realistic economy. If we wish to add other industries all we need to do is
include more equations like (7) and (8) one for each additional industry. The
resulting system of equations will return prices for each commodity in relation to
the price of a ton of grain (which, as in the above, will have to be set equal to 1)
and will resemble a model of a complex, interdependent, multi-industry
economy.
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{b} The relative price of cows with a changing wage
1 .5 _|.. e R e e R e S .

1.34285714 4o

117142857 - -

Ralavativa price of cows

1 | : f T : ;
1 15 2 25

Figure 7.1a Wage-profit trade-off
Figure 7.1b Wage effects on prices

Perhaps the greatest strength of this model is due not to its ingredients but to
those things that it can live without. For instance the lack of the assumption that
firms maximise profit, or the fact that it does not need to specify the degree and
type of competition between firms, or that labour is a commodity whose price
and quantity are determined like any other commodity. This way, and unlike the
theory in Chapter 5, the analysis does not incur criticism from those who argue
that the objectives of firms can never be neatly expressed by simple
mathematics; or that markets experience waves of acute competition followed by
waves of collusion as new firms enter industries and struggle for market share
before being ‘accommodated’ by existing companies. The only behavioural
assumption made here was that investment gravitates to the industry with the
higher profit rate and thus there is a tendency for that rate to be the same across
different industries.

Weaknesses

Take another look at the model presented above. Can you see that something
rather important is missing? Yes, consumers are nowhere to be seen. This is of
course why it is known as a pure production model: it analyses only the process
of production without paying any attention to the demand side. So, what kinds of



prices are we talking about if there are no consumers to pay them or indeed to
influence them through their purchases? The answer given by economists who
wish to defend this approach is this: they are longterm prices towards which
actual prices must tend if the profit rate is to remain roughly equal across
industries and the economy is to remain balanced. The point here is that the
derived prices reflect the costs of production and unless the prices paid by
consumers at the market match them, then the costs of production will not be
covered. So, for the economy to remain viable and capable of producing the
surplus sustaining the wages and prices depicted in Figures 7.1a and 7.1b,
equation (10) must hold in the long run.

There are two main reasons why actual prices may differ substantially from
those computed by the pure production model. First, because investment may
not be migrating fast enough from the less profitable to the more profitable
industries, in which case the profit rates may vary between industries. (For
example this would occur if some industries are more heavily monopolised and
therefore perpetually more profitable than others.) If this happens equation (10)
will not be realised. And since the computed prices spring from that equation
(10), there is no reason to expect real relative prices to tend towards the
computed ones.

The second reason why prices may differ from those of our model is that
consumers may alter their purchasing pattern consistently favouring one
commodity over another. If this happens, and unless the change in consumer
preferences is reflected in the costs of production (e.g. how many units of good
X is necessary in the production of good Y), the favoured commodity’s price
will exceed the price computed by the model since the latter takes cost but not
demand into account. This failing of the theory points to a larger weakness: the
model’s static nature. Think of the Sony Walkman for a moment. Until it arrived
there was no industrial sector producing it. Then suddenly the Walkman made its
appearance and, because of a massive build-up of demand for the product, a new
industry for personal stereos was created. A theory that does not include a
demand side can never account for a phenomenon of this sort. Having said that,
and in defence of the pure production model, no economic theory (neoclassical
or not) can claim to be in a position to accommodate dynamic change
convincingly.

The last weakness that cries out for discussion is that there is no room in this
economy for non-produced commodities (with the exception of labour which is
discussed under ‘politics’ below). For instance, neither land nor antiques can be
thought of as output of the productive system. Technically speaking we cannot
add an equation for each of them to equations (7) and (8) since, in reality, no one



produces land or antiques. They just happen to be there either as a gift of nature
or as products of past societies. But if we do not include them in our system of
equations we cannot derive a price for them. Of course this is not at all
surprising since we have already realised (see the previous paragraph) that this
theory only attempts to model production; and since land is not produced how
could we expect the poor model to say anything about its price? If land or
antiques have economic value, it is only because there is demand for them (i.e.
there is no cost involved in their production) and they cannot be produced. The
lack of a demand side to this theory make it impossible for it to assign prices to
such resources or goods.

Politics

From a political viewpoint the most interesting aspect of this model is the one
which appeals to those who emphasise the distinct nature of labour (recall
Section 7.3.3). Notice the difference between labour on the one hand and grain
or cattle on the other. All three are inputs into the production process; this much
they have in common. However labour, unlike grain or cattle, is only an input,
not an output; it enters the production process but is not produced by it. To put it
another way, there is no industry producing labour. Labour is a human resource,
an inextricable part of human beings which enters the process of production and
is paid for it. But a mere commodity it is not. Evidence of this is that its price,
i.e. the wage, is not determined in the same way the price of grain is.

Instead, the amount of money workers receive in return for their contribution
to production is inversely related to the profit retained by employers. Put
differently, the magnitude of the wage is determined by a tug of war between
employers and employees. The wage is fixed by a social, political and
institutional process which decides the distribution of income between owners of
firms and workers. Compare this to the neoclassical analysis of Chapter 5 which
claims that workers and employers are renumerated depending on how much
they contribute to the firm’s output. The only conclusion from this is that
whatever employers or workers make in a competitive capitalist economy they
must have earned every penny (the flip-side being that they deserve not one
penny more).

Judging the two types of models in terms of their political message, it is clear
which one suits which political agenda. If you want your economics to leave no
room for arguments that profit is the result of exploitation of workers by
powerful bosses, the neoclassical model fits the bill to perfection. If on the other
hand you embark from a conviction that the ratio of profit and wages reflects
social power and class conflict, the pure production model is your theory. The



fact that the two models are so different in complexion, and that it is virtually
impossible to prove which is correct and which not, ensures that one’s choice of
economic theory is probably more of a political than a ‘scientific’ dilemma.

7.5 Conclusion

This chapter orchestrated a feisty critique of the model of firms, production
and markets purveyed by economics textbooks. By questioning even the very
definition of what constitutes production or leisure, this chapter set off to show
that nothing is uncontested in economics (see Section 7.1). Everything from the
least convincing assumption of the textbook to the seemingly uncontroversial
can be (and should be) the source of fascinating debate.

While examining the process of production (see Section 7.2), we encountered
the argument that textbooks enter a slippery slope the moment they describe the
goings-on in workplaces as a pure market exchange between owners of different
factors of production. The reason is that selling one’s labour is profoundly
different from selling one’s car. If this is so, the manner in which this difference
is (or is not) taken into 